Polarimetric remote sensing of aerosols over land
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[1] We present a new approach to retrieve the aerosol properties over land that uses accurate polarization measurements over a broad spectral (410–2250 nm) and angular (±60° from nadir) ranges. The approach uses longer wavelength observations to accurately estimate the surface effects, and it is incorporated into an optimal estimation framework for retrieving the particle number density and a detailed aerosol microphysical model: effective radius, variance, and complex refractive index. A sensitivity analysis shows that the uncertainties in aerosol optical thickness (AOT) increase with AOT while the uncertainties in the microphysical model decrease. The uncertainty in the single scattering albedo (SSA) is notably less than 0.05 by the time the AOT is greater than 0.2. We find that calibration is the major source of uncertainty and that perfect angular and spectral correlation of calibration errors reduces the uncertainties in retrieved quantities. Finally, we observe that shorter wavelength (<500 nm) observations are crucial for determining the aerosols vertical extent and imaginary refractive index from polarization measurements. The retrieval approach is tested under pristine and polluted conditions using observations made by the Research Scanning Polarimeter during the Aerosol Lidar Validation experiment and over California Southern wild fires. In both cases we find that the retrievals are within the combined uncertainties of the retrieval and the Aerosol Robotic Network Cimel products and Total Ozone Mapping Spectrometer Aerosol Index. This demonstrates the unique capability of polarization measurements to accurately retrieve AOTs under pristine conditions and provide estimation of the SSA at higher AOTs.


1. Introduction

[2] Aerosols affect the climate of the Earth primarily by changing the amount of solar radiation that the Earth system absorbs. Indeed, aerosols can either reduce the amount of solar radiation that is absorbed by the Earth system, or even increase it [Haywood and Shine, 1995]. Their net radiative effect may therefore be to compensate for increases in greenhouse gases or to exacerbate their effects. The current and historical magnitude, and even the sign regionally, of this net radiative forcing by aerosols is uncertain because the size, composition and burden of aerosols is not very well known [Hansen et al., 2005a; Chung and Seinfeld, 2005; Intergovernmental Panel on Climate Change, 2007] and also because aerosols can affect the formation and dissipation of clouds [Lohman and Feichter, 2005]. It is these facts, together with increasing concerns [Rosenzweig et al., 2008] about the current and potential future effects of greenhouse gases that has raised the level of importance of providing more accurate knowledge of the global distribution and microphysical properties of aerosols. The main purpose of obtaining such knowledge is so that the radiative forcing of the Earth can be defined with sufficient accuracy to evaluate model predictions of climate change against the observed state of the climate and secondarily to provide a detailed climatology of aerosols that can be used to evaluate and improve the chemical/aerosol transport models that are being used to make climate predictions [Ramanathan et al., 2001, Mishchenko et al., 2004; Hansen et al., 2005b]. The only way to obtain this knowledge globally is using satellite based remote sensing and it is this topic that is the subject of this paper.

[3] Although lidar systems can make observations of aerosols with similar capabilities over both land and ocean and clearly provide the best approach to determining the vertical distribution of aerosols, those systems, and in particular space-borne ones, have a limited capability to determine the composition and size of aerosols, and this leads to substantial uncertainties in their estimates of the total burden of aerosols without some prior knowledge of aerosol type being available [Ackermann, 1998; Barnaba and Gobbi, 2004; Cattrall et al., 2005]. For passive remote sensing systems the problem of retrieving aerosols over oceans is substantially easier than over land. This is because
variations in the reflectance of the ocean can be reasonably well understood in terms of the variability of a single parameter, the chlorophyll concentration, which allows the aerosol properties and chlorophyll concentration to be retrieved simultaneously [Chowdhary et al., 2006; Stamnes et al., 2003], or spectral bands can be used that are immune to variations in the chlorophyll concentration [Kauffman et al., 1997a; Martonchik et al., 1998; Kahn et al., 2001]. The nature of the remote sensing problem over oceans is therefore quite well understood in terms of the required accuracy of the measurements [Mishchenko and Travis, 1997a; Mishchenko et al., 2004], the importance of having a broad spectral range [Tanré et al., 1996], the value of having multangle measurements [Martonchik et al., 2002] and the benefits of including polarization measurements [Mishchenko and Travis, 1997b; Cairns et al., 1997; Deuzé et al., 2001; Chowdhary et al., 2001, 2002; Lebock et al., 2007].

[4] Over land the aerosol retrieval problem is somewhat more difficult because typical variations in time and space of the land surface reflectance are substantially larger than the reflectance caused by aerosols. However, the sources of aerosols generated by human activities are predominant over land and it is also over land (and clouds) that aerosols can cause a net increase in the amount of solar radiation absorbed by the Earth system, because, if they are absorbing, they can make the Earth appear darker than is the case for an atmosphere in which there are no aerosols [Haywood and Shine, 1995]. The capability to use remote sensing methods to retrieve aerosol properties over land is therefore an important aspect of providing a better understanding of the radiative forcing caused by aerosols.

[5] The retrieval of aerosol properties over land was initially performed over dense dark vegetation for which the uncertainties in surface reflectance are the least and was restricted to an estimate of the aerosol optical thickness (AOT) [Kauffman et al., 1997a; Zagolski et al., 1999]. This approach was extended to a wider variety of surface types based on the empirical observation that the dependence of surface reflectance in the visible spectral domain is closely linked to that in the short-wave infrared (SWIR) for many surface types [Kauffman et al., 1997b; Chu et al., 2002], although the primary retrieved quantity is still the AOT with the aerosol microphysical model being prescribed regionally [Remer et al., 2005]. An alternative method for determining aerosol properties over land is to use multangle measurements where it can be assumed that the relative angular variation in the measurements has a negligible spectral dependence even as the absolute magnitude of the reflectance changes [Flowerdew and Haigh, 1995; Veefkind et al., 1998; North, 2002]. High spatial resolution multangle measurements over heterogeneous surfaces can also be used to separate the surface and atmospheric contributions to the radiances observed at the TOA [Martonchik et al., 2002] even over bright deserts [Martonchik et al., 2004]. The final radiance only method that has been used to retrieve AOT over land uses UV observations for which the land surface albedo is both dark and stable [Torres et al., 1998]. The accuracy of these AOT retrievals as compared to ground-based sunphotometers is of order 20–30% at high optical depths [Remer et al., 2005; Abdou et al., 2005; North, 2002; Torres et al., 2002] with the accuracy at lower optical depths being very dependent on the particular method and the surface type. Moreover, these radiance-based methods provide very limited capability to determine the aerosol size and composition that is present, with discrepancies in the retrieved AOT and sunphotometer measured AOT frequently being ascribed to erroneous aerosol model assumptions [Chu et al., 2002; Kahn et al., 2005].

[6] In this paper we evaluate the use of polarization observations over land, that have a broad spectral (410–2250 nm) and angular (±60° from nadir) range, in order to retrieve not just the AOT, but also an aerosol model consisting of a size distribution and a complex refractive index. This allows most assumptions about the aerosol composition and size, required by other methods, to be eliminated thereby also reducing biases in the retrieved AOT. Previous authors [Deuzé et al., 2001; Lebock et al., 2007] have performed analyses and developed retrieval approaches that are applicable to the polarized observations in two spectral bands at 670 and 865 nm provided by POLDER [Deschamps et al., 1994]. The Research Scanning Polarimeter (RSP) aircraft instrument [Cairns et al., 1999, Appendix A] and Aerosol Polarimetry Sensor (APS) planned for launch in 2009 as part of the NASA Glory mission [Mishchenko et al., 2007] both provide polarized observations in seven spectral bands that are predominantly free of gaseous absorption at 412, 443 (469), 555, 672, 865, 1610 (1590) and 2250 nm (where parenthetic values refer to RSP bands that differ from APS). In section 2 we describe how this broad spectral range provides a substantially greater capability to characterize and eliminate the effects of the surface on the observed polarized radiance than is possible with the POLDER approach. This information is then incorporated into an application of the optimal estimation method (section 3) [Rodgers, 2000] that includes realistic instrument calibration and noise [Cairns et al., 1999, Appendix B] to evaluate the sensitivity of the measurements to the various aerosol retrieval parameters (section 4) including the pressure level of the top of the aerosol layer. We also demonstrate the importance of short wavelength observations (λ < 555 nm) in effectively constraining the complex refractive index of accumulation mode particles. In section 5 we apply the method to a set of field experiment observations performed with the RSP that provide a test of the realism of both the low and high aerosol optical depth regimes. In section 6 we summarize our results and present our conclusions regarding the capabilities of polarimetric remote sensing over land and what is required of a polarimetric sensor in order for these capabilities to be realized.

2. Modeling of the Measurements

2.1. Modeling of the Radiation Field

[7] The intensity and state of polarization of light can be described by the (4 × 1) Stokes vector I which has the four Stokes parameters I, Q, U and V as its components [Hansen and Travis, 1974]:

\[ I = (I, Q, U, V)^T, \]

where \( T \) indicates a transposed vector and the Stokes parameters are defined with respect to a certain plane of reference and have units of W m\(^{-2}\) nm\(^{-1}\) when being used to...
define an irradiance and units of $W \cdot m^{-2} \cdot nm^{-1} \cdot sterad^{-1}$ when defining a radiance. The parameter $I$ describes the intensity of the radiation field, $Q$ and $U$ describe the magnitude and orientation of the linear polarization and $V$ describes the helicity and magnitude of the circular polarization.

Let $I_0$ denote a specific intensity vector of a unidirectional beam of sunlight illuminating a plane parallel atmosphere from the direction of $(\theta_s, \varphi_s)$. $\theta_s$ and $\varphi_s$ are respectively the solar zenith and azimuth angles. If the atmosphere is bounded below by a reflecting surface, the upward Stokes vector $I_u$ at the top of the atmosphere in the direction $(\theta_u, \varphi_u)$ can be written as follows,

$$\pi I_u(\lambda, \mu_s, \mu_u, \varphi_u - \varphi_s) = \mu_s R^{\text{Atm+Surf}}(\lambda, \mu_s, \mu_u, \varphi_u - \varphi_s) \cdot I_0(\lambda, \mu_s, \varphi_s), \quad (2)$$

where $\lambda$ indicates the spectral dependence of the quantity. $\mu_s$ and $\mu_u$ are respectively the cosines of the solar and view zenith angles. $R^{\text{Atm+Surf}}$ is the $(4 \times 4)$ reflection matrix of the surface-atmosphere system [Hansen and Travis, 1974]. The $R^{\text{Atm+Surf}}$ matrix describes all the scattering processes occurring in the surface-atmosphere system and can be expressed as a function of the reflection and transmission matrices of the atmosphere and the surface reflection matrix. These matrices can be computed for any given atmospheric and surface model using the vector adding/doubling method [De Haan et al., 1987]. Indeed, similar matrices can be calculated for the upwelling and down-welling radiation at any level in the atmosphere allowing the simulation of polarized radiation field for comparison with downward looking aircraft, or ground based upward looking observations.

In order to calculate the multiple scattering properties of any atmosphere using the adding/doubling method it is necessary to specify the vertical distribution of scatterers and their scattering properties. We use the molecular optical thickness given by Hansen and Travis [1974] with a scale height of 8 km together with a spectrally invariant depolarization of 0.0279 [Bodhaine et al., 1999] to define the scattering properties and vertical distribution of Rayleigh scattering. We assume that the aerosol population can be described by a bimodal size distribution. Each mode (coarse and fine) is described by its own log-normal size distribution given by

$$N(r) = \frac{N_0}{\sqrt{2\pi} \sigma} \exp \left[ -\frac{(\ln r - \ln r_g)^2}{2\sigma^2} \right], \quad (3)$$

where $r_g$ ($\mu m$) is the geometric mean radius, $\sigma$ is the variance and $N_0$ ($\mu m^{-2}$) is the column number density of particles. In the analysis of the retrieval of aerosols over land presented here the particles are considered to be spherical and so all that remains to define their optical properties is the complex refractive index $m = -i \kappa$ for each mode. The aerosol optical thickness, $\tau$, and the single scattering albedo, $\omega_0$, can then be defined in terms of the extinction, $C_{\text{ext}}$ ($\mu m$), and scattering, $C_{\text{scat}}$ ($\mu m^2$), cross-sections of the aerosols as

$$\tau = N_0 C_{\text{ext}},$$

$$\omega_0 = \frac{C_{\text{scat}}}{C_{\text{ext}}}. \quad (4)$$

[10] For the convenience of the reader we also note that the commonly used [Hansen and Travis, 1974] size distribution parameters of the effective radius, $r_{\text{eff}}$, and effective variance, $v_{\text{eff}}$, are related to the log normal size distribution parameters given in equation (3) by the formulae

$$r_{\text{eff}} = r_g \exp(\frac{1}{2}\sigma^2),$$

$$v_{\text{eff}} = \exp(\sigma^2) - 1,$$

provided the size distribution is not truncated [Mishchenko et al., 2002]. In the following, the suffixes $f$ and $c$ indicate parameters that respectively belong to the fine and coarse mode. When no specific vertical structure of the atmosphere is given, we consider that the aerosols are homogeneously distributed throughout the two lowest kilometers of the atmosphere.

2.2. Modeling of the Polarized Reflectance

[11] For naturally illuminated scenes the circular polarization is typically several orders of magnitude smaller than the linear polarization. Moreover, the state of linear polarization can be measured without the circular polarization having any significant effect, while the calculation of linear polarization is affected negligibly by neglecting the circular polarization and just using a $3 \times 3$ approximation to the full $4 \times 4$ reflection matrix. In the following, we therefore use the total and polarized reflectances, $R$ and $R_p$, derived from the Stokes parameters $I$, $Q$ and $U$. $R$ is given by

$$R = \pi I_0 / \mu_s I_0,$$

where $I_0$ is the spectral solar extraterrestrial irradiance ($W \cdot m^{-2} \cdot nm^{-1}$). $R_p$ is given by

$$R_p = -\pi Q / \mu_s I_0.$$

$Q$ is the second Stokes parameter defined with respect to the scattering plane (the plane which contains both solar and view directions). The parameter $Q$ is here sufficient to describe the linear polarization since $U$ becomes negligible when the Stokes parameters are defined with respect to the plane of scattering and when the polarized surface reflectance is similar to that caused by Fresnel reflection [Bréon et al., 1995], as discussed in the following. The sign convention used here is that the polarized reflectance is positive (negative) when the direction of polarization is perpendicular (parallel) to the normal to the scattering plane.

2.2.1. Surface Level

[12] Different experimental studies have shown that the surface polarization is mainly generated by single reflection at surface facets (e.g., leaves cuticles, grains of soil). If this is the case, the surface polarized reflectance depends on (1) the Fresnel law (i.e., surface refractive index and reflection angle), (2) the surface physical and geometrical properties (e.g., roughness, shadowing, inclination of the leaves etc.), and (3) the viewing geometry. Figure 1 shows an example of polarized reflectances measured at 2.25 $\mu m$ over a vegetated surface and a bare soil in the Southern Great Plains together with the Fresnel reflectance for those viewing geometries scaled by a coefficient that does not depend on illumination or viewing geometry. The measure-
ments for each surface type were performed for different illumination angles ($\theta_s, \phi_s$) and for a different viewing plane ($\phi_v$). The effect of the atmosphere is small here with the aerosol optical depth at 2.130 nm, as measured by the AATS-14, being 0.05 or less and the measurements can therefore be regarded as being dominated by the direct surface contribution. The polarized reflectances are modeled as follows,

$$R_{\text{Surf}}^p(m_v, m_s, \phi_s - \phi_v) = \xi C^p(\gamma).$$  

$R^p_p$ is the Fresnel coefficient for polarized light calculated for a surface refractive index of 1.5 that is a value commonly accepted for natural surfaces. $\gamma$ is the reflection angle that can be expressed as a function of the scattering angle, $\Theta$, by $\gamma = (\pi - \Theta)/2$ with $\xi$ being a coefficient that provides the best fit to the measurements at 2.25 $\mu$m.

[13] The coefficient $\xi$ accounts for the intrinsic properties of the surface. In particular, it accounts for the actual surface refractive index being different from that assumed in the model since the polarized reflectance calculated with one refractive index is proportional to a good degree of approximation to that with a different one (this is one of the properties of the Fresnel polarized reflectance). Figure 1 shows that the functional variation of the surface polarization with the viewing and illumination angles can be robustly modeled by only considering the Fresnel reflection, whether the surface is a bare soil or vegetation. Assuming that the azimuth behavior of the surface polarization only depends on the Fresnel law, this model estimated in the plane of observations can be used to predict the surface polarization for any other viewing plane. Such an assumption has been commonly made for the development of surface polarization models [Bréon et al., 1995; Nadal and Bréon, 1999] and is also made here. In the following, we improve this simple model by adjusting the $\xi$ factor for each view angle.

[14] Another unusual feature of the surface polarized reflectance is its lack of color. This is theoretically justified by the fact that the real component of the refractive indices of many rocks and the waxes that cover vegetation show a rather flat spectral behavior [Pollack et al., 1973]. Laboratory measurements of the polarized reflectance of a variety of leaves at the Brewster angle also show very weak spectral variation across the visible spectrum from 400 to 900 nm [Grant et al., 1993]. The lack of spectral variation of polarized reflectance has also been born out by airborne measurements over a wide spectral range from the short visible to the middle infrared spectra and for various surface types (e.g., forest, crops, bare soil) [Cairns et al., 2001; Élias et al., 2004; Waquet et al., 2007]. As the effect of the atmosphere is typically very small in the middle-infrared, the model previously defined can be estimated using middle-infrared measurements and then applied to modeling the surface polarization in all spectral bands across the solar spectrum.

2.2.2. Instrument Level

[15] In order to describe the main processes that generate the up-welling polarized reflectance, we provide in equation (9) an approximate expression for the surface-atmosphere reflection matrix viz.,

$$R_{\text{Atm}+\text{Surf}} = R_{\text{Atm}} + t_s R_{\text{Surf}} T_d + [T_d^f R_{\text{Surf}} T_d + t_s R_{\text{Surf}} T_d + T_d^f R_{\text{Surf}} T_d].$$  

in which we have suppressed the dependence of the matrices on the viewing geometry ($\mu_v, \mu_s, \phi_s - \phi_v$) and wavelength for the sake of clarity. The minus (plus) subscripts refers to a downward (upward) direction. $R_{\text{Atm}}$ and $R_{\text{Surf}}$ are respectively the atmospheric and surface reflectances.

Figure 1. Polarized reflectance measured at 2.25 $\mu$m over (a) a vegetated surface and (b) a bare soil (dots). Polarized reflectance generated by the Fresnel reflection (solid line) scaled by a coefficient. Viewing geometry for (a) $\phi_s - \phi_v = 45^\circ$ and $\theta_s = 60^\circ$ and (b) $\phi_s - \phi_v = 0^\circ$ and $\theta_s = 30^\circ$. 
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reflection matrices. $T_d$ corresponds to the diffuse transmission matrix of the atmosphere and $t$ is a direct transmission term given by

$$t_{-\lambda} = \exp \left( -\frac{\tau_a + \tau_r}{\mu_{s,\lambda}} \right), \quad (10)$$

where $\tau_a$ and $\tau_r$ are respectively the aerosol and molecular total optical thicknesses.

[16] Equation (9) is arranged in order to separate the terms that contribute to the observed reflectance into three distinct components. The first term $R_{\text{Atm}}$ describes the contribution of the upwelling light scattered from the atmosphere without interactions with the surface. The second term describes the surface contribution transmitted directly through the atmosphere while the third term, between brackets, models the diffuse interactions between the surface and the atmosphere. An exact expression for $R_{\text{Atm+Surf}}$ would require the inclusion of multiple surface reflections (i.e., multiple scattering interactions between surface and atmosphere).

[17] Figure 2 shows an example of polarized reflectances calculated at the surface and TOA levels (solid lines) and the same quantities calculated when suppressing the process of multiple surface reflections (dots). It is apparent that the contribution of multiple surface-atmosphere interactions to the observed polarization is small at the surface and, since it is attenuated by the atmosphere, is negligibly small at the top of the atmosphere. Note that this process is generally accounted for in our adding-doubling calculations but can, if necessary, be neglected and the surface-atmosphere interaction for polarization can be treated using equation (9) rather than a full adding calculation.

[18] The polarized reflectances measured over land are usually modeled by considering only the up-welling polarized light scattering from the atmosphere and a single reflection off the surface [Deuze et al., 2001; Waquet et al., 2007]. The polarized reflectance can then be written in the following form,

$$R_{\text{Calc}}(\mu_s, \mu_p, \phi_s - \phi_p) = R_{\text{Atm}}(\mu_s, \mu_p, \phi_s - \phi_p) + t_{p,\lambda}^* R_{\text{Surf}}^*(\mu_s, \mu_p, \phi_s - \phi_p), \quad (11)$$

In this equation $R_{\text{Atm}}$ is the atmospheric polarized reflectance (i.e., calculation made with a black surface) and $R_{\text{Surf}}^*$ is the surface polarized reflectance. $t_{-\lambda}^*$ is a direct transmission term where the aerosol and molecular optical thicknesses are both scaled by a factor.

[19] These factors are empirically derived and account for the neglect of the diffuse surface-atmosphere interactions. In Figure 2, we show the result of this modeling at the TOA and surface levels (dashed lines). The coefficients used to scale the molecular and aerosol optical thicknesses are respectively equal to 0.63 and 0.44. These factors are tuned here to give the best results for the particular aerosol model and load over the full range of solar zenith and azimuth angles. Although this approach is optimized here, it introduces some significant errors in the modeling of the surface contribution, resulting in errors in the TOA polarized reflectance that are as large as 0.0001 (2.5% of the signal).

[20] The simple surface model introduced in equation (8) can be easily used as the surface reflection matrix to accurately calculate the diffuse interactions between the surface and the atmosphere. We propose a slightly different approach to model the polarized reflectances measured over land by the airborne RSP that is convenient for remote sensing applications. For a given viewing geometry, we calculate the surface contribution by considering only the Fresnel reflection and we multiply this quantity by a coefficient to scale the surface to the measured one. In practice, we calculate the polarized reflectance as follows,

$$R_{\text{Calc}}(\mu_s, \mu_p, \phi_s - \phi_p) = R_{\text{Atm}}(\mu_s, \mu_p, \phi_s - \phi_p) + \xi \left[ R_{\text{Atm+Surf}} - R_{\text{Atm}} \right], \quad (12)$$

[21] The dependence of the quantities on viewing geometry $(\mu_s, \mu_p, \phi_s - \phi_p)$ is once again suppressed for clarity. $R_{\text{Atm+Surf}}$ is the polarized reflectance calculated when the elements of the reflection matrix are calculated according to the Fresnel law using a surface refractive index equal to 1.5. The term in brackets corresponds to the surface contribution (see equation (9)). $\xi$ is given by

$$\xi(\mu_s, \mu_p, \phi_s - \phi_p) = \frac{R_{p,2.25\mu\text{mMeas}}(\mu_s, \mu_p, \phi_s - \phi_p)}{R_{p,\lambda}^F(\gamma)}, \quad (13)$$

where $R_{p,2.25\mu\text{mMeas}}$ is the polarized reflectance measured at 2.25 $\mu$m.
In equation (13), the scaling factor is derived for each view angle and allows for the fact that not all view angles see exactly the same surface as a result of aircraft attitude variations. As all the spectral polarization measurements are simultaneously acquired in each view by RSP, this modeling allows the surface contribution to be eliminated from the measurements even when different parts of the scan view different surfaces. We do note however that if a single surface type was being viewed by a remote sensing instrument, such that $\xi$ takes a single value, or another simple parametric model of the surface can be used [Nadal and Bréon, 1999], then the surface model parameters should be included in the retrieval vector. The polarization generated by the Fresnel reflection (i.e., $R^F_p$) progressively decreases with the scattering angle and becomes null in the backscattering direction ($\Theta = 180^\circ$). We therefore restrict this approach to scattering angles smaller than $160^\circ$ in order to prevent the division by small or null values of $R^F_p$ in equation (13).

### 2.3. Accuracy of the Modeling

In this section, we evaluate the accuracy of our modeling of the polarized reflectances measured over land. We generate synthetic measurements using a surface polarization model representative of a vegetation canopy [Bréon et al., 1995]. The surface polarized reflectance is given by

$$R^\text{surf}_p(\mu_\nu, \mu_s, \varphi_s - \varphi_t) = \frac{1}{4(\mu_\nu + \mu_s)} R^F_p(\gamma),$$

where $R^F_p$ is calculated with a surface refractive index of 1.4 instead of 1.5.

We compare these exact simulations to the polarized reflectances calculated following our approach using equation (12) and the one based on the use of direct transmission terms with scaling optical thicknesses (equation (11)). Practically the model of equation (14) is used to estimate the surface polarized reflectance in equation (11) and to replace the polarized reflectance measured at 2.25 $\mu$m in equation (13). We assume here that the surface is known (i.e., well characterized using the 2.25 $\mu$m channel) in which case the errors presented in the following are directly applicable to understanding those made when modeling the actual diffuse surface-atmosphere interactions. The only caveats regarding this evaluation of the potential magnitude of modeling errors are that we are assuming that the actual surface polarization properties are not significantly more divergent from our assumed model than the simple vegetation model used here and that equation (13) is an acceptable method for dealing with surface heterogeneity. The only domain for which the modeling errors may be larger is over the scattering angle range ($160^\circ$–$180^\circ$) that we are excluding from use. Figure 3a shows an example of the errors obtained using our modeling as a function of the viewing angles. Calculations are performed for a fine mode particle model and an aerosol optical thickness of 0.1 at 0.55 $\mu$m, in the principal plane, and for each RSP band.

We observe in Figure 3a that the errors are negligible in the middle-infrared bands and increase as the wavelength decreases with the errors become critical for view angles larger than $60^\circ$ where the model that we assumed and the test model are most different. The importance of the surface-atmosphere interactions mainly depends on the scattering processes that occur in the atmosphere, which increase with the optical thicknesses. This explains why the errors become larger for large view angles and roughly increase with decreasing wavelength. However, these interactions also depend on the amount of light that reaches the surface (i.e., illumination), which decreases with increasing optical thicknesses. The errors are therefore not necessarily maximal at 0.41 $\mu$m (see red line in Figure 3a) since there is a balance between the creation of errors by scattering between the atmosphere and suppression of those errors by extinction.

Figures 3b and 3c show a comparison between our approach (solid lines) and the one based on the use of direct transmission terms with scaling optical thicknesses (dashed lines). (a) Calculations performed in the principal plane at 0.41, 0.47, 0.55, 0.67, 0.865, 1.6, and 2.25 $\mu$m respectively in red, blue, magenta, black, green, forest, and brown. Calculations made at 0.41, 0.865, and 1.6 $\mu$m (b) 45$^\circ$ from the principal plane and (c) perpendicular to the principal plane. $\theta_s = 45^\circ$, $m_r = 1.40 + 0.01i$, $r_{\text{eff}} = 0.2 \mu$m, $v_{\text{eff}} = 0.15$, $\tau_{0.55} = 0.1$.

\[22\] In equation (13), the scaling factor is derived for each view angle and allows for the fact that not all view angles see exactly the same surface as a result of aircraft attitude variations. As all the spectral polarization measurements are simultaneously acquired in each view by RSP, this modeling allows the surface contribution to be eliminated from the measurements even when different parts of the scan view different surfaces. We do note however that if a single surface type was being viewed by a remote sensing instrument, such that $\xi$ takes a single value, or another simple parametric model of the surface can be used [Nadal and Bréon, 1999], then the surface model parameters should be included in the retrieval vector. The polarization generated by the Fresnel reflection (i.e., $R^F_p$) progressively decreases with the scattering angle and becomes null in the backscattering direction ($\Theta = 180^\circ$). We therefore restrict this approach to scattering angles smaller than $160^\circ$ in order to prevent the division by small or null values of $R^F_p$ in equation (13).

\[23\] In this section, we evaluate the accuracy of our modeling of the polarized reflectances measured over land. We generate synthetic measurements using a surface polarization model representative of a vegetation canopy [Bréon et al., 1995]. The surface polarized reflectance is given by

$$R^\text{surf}_p(\mu_\nu, \mu_s, \varphi_s - \varphi_t) = \frac{1}{4(\mu_\nu + \mu_s)} R^F_p(\gamma),$$

where $R^F_p$ is calculated with a surface refractive index of 1.4 instead of 1.5.

\[24\] We compare these exact simulations to the polarized reflectances calculated following our approach using equation (12) and the one based on the use of direct transmission terms with scaling optical thicknesses (equation (11)). Practically the model of equation (14) is used to estimate the surface polarized reflectance in equation (11) and to replace the polarized reflectance measured at 2.25 $\mu$m in equation (13). We assume here that the surface is known (i.e., well characterized using the 2.25 $\mu$m channel) in which case the errors presented in the following are directly applicable to understanding those made when modeling the actual diffuse surface-atmosphere interactions. The only caveats regarding this evaluation of the potential magnitude of modeling errors are that we are assuming that the actual surface polarization properties are not significantly more divergent from our assumed model than the simple vegetation model used here and that equation (13) is an acceptable method for dealing with surface heterogeneity. The only domain for which the modeling errors may be larger is over the scattering angle range ($160^\circ$–$180^\circ$) that we are excluding from use. Figure 3a shows an example of the errors obtained using our modeling as a function of the viewing angles. Calculations are performed for a fine mode particle model and an aerosol optical thickness of 0.1 at 0.55 $\mu$m, in the principal plane, and for each RSP band.

\[25\] We observe in Figure 3a that the errors are negligible in the middle-infrared bands and increase as the wavelength decreases with the errors become critical for view angles larger than $60^\circ$ where the model that we assumed and the test model are most different. The importance of the surface-atmosphere interactions mainly depends on the scattering processes that occur in the atmosphere, which increase with the optical thicknesses. This explains why the errors become larger for large view angles and roughly increase with decreasing wavelength. However, these interactions also depend on the amount of light that reaches the surface (i.e., illumination), which decreases with increasing optical thicknesses. The errors are therefore not necessarily maximal at 0.41 $\mu$m (see red line in Figure 3a) since there is a balance between the creation of errors by scattering between the atmosphere and suppression of those errors by extinction.

\[26\] Figures 3b and 3c show a comparison between our approach (solid lines) and the one based on the use of direct transmission terms with scaling optical thicknesses (dashed lines). (a) Calculations performed in the principal plane at 0.41, 0.47, 0.55, 0.67, 0.865, 1.6, and 2.25 $\mu$m respectively in red, blue, magenta, black, green, forest, and brown. Calculations made at 0.41, 0.865, and 1.6 $\mu$m (b) 45$^\circ$ from the principal plane and (c) perpendicular to the principal plane. $\theta_s = 45^\circ$, $m_r = 1.40 + 0.01i$, $r_{\text{eff}} = 0.2 \mu$m, $v_{\text{eff}} = 0.15$, $\tau_{0.55} = 0.1$. 

\[21\] In equation (13), the scaling factor is derived for each view angle and allows for the fact that not all view angles see exactly the same surface as a result of aircraft attitude variations. As all the spectral polarization measurements are simultaneously acquired in each view by RSP, this modeling allows the surface contribution to be eliminated from the measurements even when different parts of the scan view different surfaces. We do note however that if a single surface type was being viewed by a remote sensing instrument, such that $\xi$ takes a single value, or another simple parametric model of the surface can be used [Nadal and Bréon, 1999], then the surface model parameters should be included in the retrieval vector. The polarization generated by the Fresnel reflection (i.e., $R^F_p$) progressively decreases with the scattering angle and becomes null in the backscattering direction ($\Theta = 180^\circ$). We therefore restrict this approach to scattering angles smaller than $160^\circ$ in order to prevent the division by small or null values of $R^F_p$ in equation (13).

\[22\] In equation (13), the scaling factor is derived for each view angle and allows for the fact that not all view angles see exactly the same surface as a result of aircraft attitude variations. As all the spectral polarization measurements are simultaneously acquired in each view by RSP, this modeling allows the surface contribution to be eliminated from the measurements even when different parts of the scan view different surfaces. We do note however that if a single surface type was being viewed by a remote sensing instrument, such that $\xi$ takes a single value, or another simple parametric model of the surface can be used [Nadal and Bréon, 1999], then the surface model parameters should be included in the retrieval vector. The polarization generated by the Fresnel reflection (i.e., $R^F_p$) progressively decreases with the scattering angle and becomes null in the backscattering direction ($\Theta = 180^\circ$). We therefore restrict this approach to scattering angles smaller than $160^\circ$ in order to prevent the division by small or null values of $R^F_p$ in equation (13).
transmission terms and scaling optical thicknesses (dashed lines) for two other viewing angle planes at 0.41, 0.865 and 1.6 μm. The scaling factors are tuned to give the best results for each viewing geometry and wavelength. For instance, the factors derived at 0.41 μm for the molecules and aerosols are respectively equal to 0.48 and 0.71, perpendicular to the principal plane, whereas these factors are equal to 0.68 and 0.81, at 45° from the principal plane. In the original parameterization, the same pair of coefficients is used independently of the wavelength and viewing geometry, which would lead to an increase in the observed errors. Our approach is in general two times more accurate and does not require tuning for different viewing geometries.

We performed calculations for various viewing geometries (−60° < θv < 60°, 0° < φv < 90°, 30° < θr < 60°) and aerosol models (r_eff = 0.15 μm, v_eff = 0.17, r_eff = 1.97 μm, m = 1.47 – 0.01i and 0. < r < 1.5) and found that the maximal error does not exceed 2.5 × 10^{-4} in any RSP band. This analysis shows that our modeling allows us to accurately simulate the diffuse atmosphere-surface interactions over a wide spectral range (0.41–2.25 μm). Based on this analysis, we now investigate the capability of the multispectral, multangular polarized measurements of RSP to retrieve aerosol properties over land.

### 3. Algorithm

[27] Our retrieval approach is based on the use of an optimal estimation method. The principle of an optimal estimate is to determine the most probable atmospheric state conditional on the value of the measurements and some a priori knowledge of this medium [Rodgers, 2000]. The determination of the most probable atmospheric state is identical to the minimization of a cost function Φ that accounts for these different quantities:

$$\Phi = (Y - F)^T C_F^{-1} (Y - F) + (X - X_0)^T C_a^{-1} (X - X_0).$$  \tag{15}

where Y is the measurement vector, F is the simulation vector, $C_F^{-1}$ is the total error covariance matrix, X is the atmospheric state vector, $X_0$ is the a priori atmospheric state vector and $C_a^{-1}$ is the a priori error covariance matrix.

[28] The first term in equation (15) corresponds to a weighted least squares error term that measures the distance between the measured polarized reflectances and the modeled polarized reflectances. We use the first six spectral bands of the RSP instrument that are in atmospheric windows: 0.41, 0.47, 0.55, 0.67, 0.87 and 1.6 μm to constrain the aerosol properties. The total error covariance matrix accounts for the measurement errors and some potential modeling errors and it is discussed in the sensitivity study in section 4.1.

[29] The second term in equation (15) is a penalty function that constrains the solution to lie near the a priori state where the “near” is quantified by the a priori error covariance matrix. The state vector X contains the aerosol parameters that allow characterizing each mode separately: $N_f$, $r_g$, $\sigma_a$, $m_f$, $N_r$, $r_g$, $\sigma_r$, $m_r$ and $P$, the pressure level that corresponds to the height where the top of the aerosol layer is located. The a priori knowledge of the aerosol parameters is based on the aerosol climatology of Dubovik et al. [2002]. In Table 1, we provide the values of the a priori aerosol parameters (i.e., vector $X_0$) and the associated uncertainties (standard deviation). The covariance matrix $C_a$ is assumed diagonal where the diagonal elements correspond to the square of the standard deviation values given in Table 1. The a priori values for $N_f$ and $N_r$ are derived using a Look-Up-Table (LUT) approach, as explained in the following.

[30] The determination of the best solution X that minimizes the cost function requires the resolution of a nonlinear equation. Nonlinear systems are usually solved using the Newton-Gauss iteration procedure. In practice, the Newton Gaussian procedure may not converge and need to be modified. The most widely used modification is known as the Levenberg-Marquardt method, which is implemented by the following equation:

$$X^{i+1} = X^i - \left[ H(X^i) + \gamma \cdot I \right]^{-1} \cdot \nabla \Phi(X^i),$$  \tag{16}

where I is the identity matrix with the dimensionality of the state vector, $i$ indicates the number of iteration and $\gamma$ is a positive coefficient that aids in the convergence of the iteration. $H$ is known as the Hessian matrix.

$$H(X_i) = \nabla^2 \Phi(X_i) \approx C_a^{-1} + K_i^T \cdot C_T^{-1} \cdot K_i,$$  \tag{17}

where

$$K_i = \frac{\partial F(X)}{\partial X_i}.$$  \tag{18}

[31] $K$ is the Jacobian matrix, which represents the sensitivity of the forward model to the retrieved quantity (i.e., sensitivity of the polarized reflectances to the aerosol parameters).

[32] The criteria for changing the $\gamma$ value is dependent on the convergence behavior. If $\Phi(X_{i+1}) > \Phi(X_i)$ then we reject the solution $X_{i+1}$ and we increase $\gamma$ whereas if $\Phi(X_{i+1}) < \Phi(X_i)$ then we accept the solution $X_{i+1}$ and we decrease $\gamma$. For larger $\gamma$ values the steepest descent dominates and the convergence is slow (i.e., small step size) but robust whereas for smaller $\gamma$ values, the search turns to the faster Newtonian descent. The iteration process is stopped when there is no change of the cost function between two successive iteration steps.

[33] The optimal estimate method also provides an error diagnostic of the retrieved parameters. The Hessian matrix obtained at the final step of iteration can be used to calculate the retrieval error covariance matrix $C_x$:

$$C_x = (C_a^{-1} + K_i^T \cdot C_T^{-1} \cdot K_i)^{-1}.$$  \tag{19}

The square roots of the diagonal elements of $C_x$ allow obtaining the standard deviation associated with each retrieved parameter. The aerosol microphysical parameters

---

**Table 1. A Priori Knowledge of the Aerosol Parameters and Associated Uncertainties**

<table>
<thead>
<tr>
<th>Mode</th>
<th>$r_g$ (μm)</th>
<th>$\sigma$</th>
<th>$m_f$</th>
<th>$m_r$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fine mode</td>
<td>0.15 (0.1)</td>
<td>0.4 (0.1)</td>
<td>1.47 (0.14)</td>
<td>0.01 (0.015)</td>
<td></td>
</tr>
<tr>
<td>Coarse mode</td>
<td>0.8 (0.2)</td>
<td>0.6 (0.3)</td>
<td>1.53 (0.05)</td>
<td>0.005 (0.005)</td>
<td></td>
</tr>
</tbody>
</table>
contained in the vector $X$ and the error retrieval covariance matrix $C_x$ can be also used to calculate the standard deviation associated with any other aerosol parameter that depends on the elements of $X$. For the aerosol optical thickness, the standard deviation is given by:

$$
\sigma_x = \sqrt{\sum_{i=1}^{N} \sum_{j=1}^{N} C_{x,i} \frac{\partial r}{\partial X_j} \frac{\partial r}{\partial X_i}}.
$$

[34] A similar formula applies to the single scattering albedo.

[35] A first guess of the aerosol parameters ($X_0$) is required to start the iterative process. A good first guess allows the number of iterations to be reduced and alleviates the problem of finding a solution $X$ that is only a local minimum of the cost function $\Phi$. We use a LUT approach in order to derive a first estimate of the aerosol optical thickness and aerosol model. The polarized reflectances are calculated for various aerosol optical thicknesses, viewing geometries and aerosol models. We consider 12 fine mode particles models ($r_f = 0.05, 0.1, 0.15, 0.2 \mu m$, $\sigma_f = 0.4$, $m_r = 1.4, 1.47, 1.54$, $m_i = 0.01$). We also include the coarse mode particle model described in Table 1. The polarized reflectances are calculated for aerosol optical thicknesses equal to 0, 0.05, 0.1, 0.2, 0.4, 0.8, 1 and 2 and interpolation process is used to create a fine step. The first guess corresponds to the aerosol model and aerosol optical thickness that minimize a least squares error term calculated between the measurements and the simulations. We do not describe in details the properties of the coarse mode particles in the LUT. The reason is that the measurements investigated in the third section of this paper correspond to case studies where the small particles largely dominate the size distribution. As a first guess, the aerosol optical thickness of the coarse mode (at 0.55 $\mu m$) will be assumed to be a tenth of the total aerosol optical thickness. The properties of the aerosol models considered in the LUT allow the number density of particles associated with each mode to be derived. For retrieval with real measurements, we consider the use of the LUT to reduce the uncertainties for $r_f$ and $m_r$ given in Table 1 to 0.05 and 0.07, respectively, and we assume a relative uncertainty of 100% for both $N_f$ and $N_r$. [36] The residual atmospheric effect at 2.25 $\mu m$ is accounted for in our retrieval process. This effect is usually small and mainly depends on the aerosol size and load [Waquet et al., 2007]. We use the aerosol model retrieved with the shorter bands and a rearranged form of equation (9) to perform an atmospheric correction on the polarized reflectance measured at 2.25 $\mu m$. This correction is performed before the first iteration using the retrieved parameters obtained with the LUT approach and is refined after each iteration step.

4. Sensitivity Study

[37] The retrieval error covariance matrix defined in equation (19) can be used to simulate the retrieval errors obtained for any instrument type with synthetic measurements. In this section, we use this approach to evaluate how the different error sources and the conditions under which measurements are made affect the retrieved parameters and we discuss the sensitivity of the polarization measurements of the RSP instrument to the aerosol properties.

4.1. Aerosol Model Definition

[38] We generate synthetic measurements representative of pollutant aerosols observed over a vegetated surface. The properties of the aerosol model used for the calculations are given in Table 2. The contribution of the coarse mode to the total aerosol optical thickness is assumed to be equal to 0.1 at 0.55 $\mu m$. Calculations are made at TOA for an aerosol layer that is confined between the surface and an altitude of 3 km.

[39] We use the a priori knowledge given in Table 1 to specify the $C_a$ matrix. We consider that the particle number density for both modes are unknown parameters ($C_a^{-1} \rightarrow 0$) and that the height of the aerosol top layer is known with a relative uncertainty of 100%. We also consider that the complex refractive index of the fine mode particles may vary with the wavelength (see Table 2). The complex refractive indices of the materials of which atmospheric aerosols are typically composed show small spectral variation for the visible and near-infrared parts of the spectrum [D’Almeida et al., 1991]. We therefore choose to retrieve a single complex refractive index and to constrain its spectral variation between the RSP bands assuming reasonable ranges of variation. Practically speaking, we retrieve the complex refractive index at 0.41 $\mu m$ and a set of coefficients that describe its variation between the spectral bands of the RSP. Thus in this case, we use 12 fit parameters to describe the spectral behavior of the complex refractive index between 0.41 and 1.6 $\mu m$, i.e., $m_r$ and $m_i$ at 0.41 $\mu m$, and five coefficients for both the real and imaginary parts of the refractive index. For materials that do not have strong absorption bands in the spectral range of interest the spectral variation of both the real and the imaginary parts of the particle refractive index should not exceed 0.01 between two successive spectral bands of the RSP, except between the bands centered at 0.87 and 1.6 $\mu m$, where the large spectral range means that a maximal variability of 0.1, for the real refractive index, and 0.03 for the imaginary refractive index is realistic. These values define the a priori knowledge associated with the
coefficients that characterize the spectral variation of the complex refractive index.

[40] A realistic estimate of inversion uncertainties must include all types of errors. The error covariance matrix accounts for measurement, as well as modeling errors. We assume that the different sources of errors are independent in which case the total covariance matrix is given by the sum of the different error covariance matrices:

$$C_F = C_e + C_{cal} + C_{pol} + C_F.$$  \hspace{1cm} (21)

[41] $C_e$ accounts for the instrumental noise, $C_{cal}$ for radiometric calibration uncertainties and $C_{pol}$ for any additional polarimetric accuracy uncertainties. The error covariance matrices for the RSP instrument, based on its measured signal to noise and calibration performance, are as follows:

$$C_{e,i,j} = \frac{10^{-7}}{\mu_s} \sqrt{R_i R_j},$$

$$C_{cal,i,j} = 0.032 R_{p,i} R_{p,j},$$

$$C_{pol,i,j} = \left( \left[ 0.001 + 0.001 \frac{R_{p,i}}{R_i} \right] R_j \left[ 0.001 + 0.001 \frac{R_{p,j}}{R_j} \right] R_i \right).$$  \hspace{1cm} (22)

where $i$ and $j$ indicate the measurement number. The origin of these equations is detailed in Appendix B. The effects of having correlated measurement errors on the retrieval errors are discussed in section 4.2. For the rest of the paper, the measurement errors are assumed to be uncorrelated and the error covariance matrices are considered to be diagonal ($C_{i,i} = 0$ for $i \neq j$). This is an assumption typically made for most evaluations of instrument and model errors on retrieval accuracies and sensitivities [e.g., Lebock et al., 2007; Hasekamp and Landgraf, 2007].

[42] $C_F$ accounts for the effects of a change of the surface refractive index with wavelength and for the errors introduced by our modeling of the polarized reflectances (see section 2.3). $C_F$ is a diagonal matrix and its elements are calculated as follows:

$$C_{F,i,i} = \left( R_{p,i}^{\text{exact}} - R_{p,i}^{\text{spec}} \right)^2,$$

$$R_{p,i}^{\text{exact}}$$ is the polarized reflectance calculated with the surface polarization model that is representative of a vegetated surface using a surface refractive index equal to 1.5. $R_{p,i}^{\text{spec}}$ is the polarized reflectance calculated using the approximation given in equation (12). $R_{p,i}^{\text{spec}}$ is the polarized reflectance calculated using a surface refractive index, which depends on the wavelength. According to the literature, the surface refractive index for natural matter is expected to show a spectral variation of no more than $0.03 \pm 0.02$ between 0.4 and 2 $\mu$m [Pollack et al., 1973]. For the purpose of this sensitivity analysis, we consider a refractive index that varies linearly from 1.50 to 1.53 between 2.25 and 0.41 $\mu$m. The errors due to measurement noise depend on the total reflectance since they are dominated by detector shot noise (see equation (22)). We therefore add a Lambertian component to the simple Fresnel surface model in order to simulate a realistic level of noise in each RSP band. The spectral surface albedo is representative of a vegetated surface (deciduous) in order to be coherent with our surface polarization model.

### 4.2. Error Budget

[43] In Table 3, we report the retrieval errors obtained for the parameters $\tau^{t}, m^{t}$, and $\omega_{0}^{f}$ at 0.55 $\mu$m and for $r_{eff}$ under different assumptions regarding the modeling of the error covariance matrix. The first row of Table 3 gives the retrieval errors obtained with the conditions detailed in section 4.1. Mishchenko et al. [2004] formulated the following retrieval requirements for climate research over land: 0.04 or (10%) for the aerosol optical thickness, 0.03 for the single scattering albedo, 0.1 (or 10%) for the effective radius, 0.3 (or 50%) for the effective variance, and 0.02 for the real part of the refractive index. The retrieval requirements are reached for $r_{eff}$ and also for $\tau^{t}$ and $m^{t}$ whereas the errors for $\omega_{0}^{f}$ (at 0.55 $\mu$m) are slightly larger than the requirements.

[44] In rows 2 to 5 of Table 3, we report the retrieval errors obtained when suppressing different error sources. This allows the impact of each error source on the retrieved parameters to be evaluated separately. These results show that the error budget is dominated by the measurement errors caused by calibration uncertainty. The effects of the radiative transfer modeling errors can be neglected, which is as designed: the radiative transfer model itself should never dominate retrieval errors since it can be made as accurate as necessary. This confirms that our approach for modeling the polarized reflectance (see equation (12)) is adequate for

Table 3. Retrieval Errors Obtained for $\tau^{t}$, $r_{eff}$, $m^{t}$, and $\omega_{0}^{f}$ for Different Modeling of the Error Covariance Matrix

<table>
<thead>
<tr>
<th>Comments/Retrieval Errors</th>
<th>$\sigma_{\tau^{t}}$</th>
<th>$\sigma_{r_{eff}}$ ($\times 10^{-3}$)</th>
<th>$\sigma_{m^{t}}$</th>
<th>$\sigma_{\omega_{0}^{f}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference (see section 4.1)</td>
<td>0.04</td>
<td>7.0</td>
<td>0.0165</td>
<td>0.034</td>
</tr>
<tr>
<td>Errors due to calibration uncertainty</td>
<td>0.025</td>
<td>4.9</td>
<td>0.012</td>
<td>0.027</td>
</tr>
<tr>
<td>Errors due to radiometric noise</td>
<td>0.038</td>
<td>7.0</td>
<td>0.0161</td>
<td>0.032</td>
</tr>
<tr>
<td>Errors due to polarimetric noise</td>
<td>0.0365</td>
<td>6.7</td>
<td>0.0157</td>
<td>0.031</td>
</tr>
<tr>
<td>Errors due to the spectral dependence of the surface polarized reflectance</td>
<td>0.04</td>
<td>7.0</td>
<td>0.0165</td>
<td>0.034</td>
</tr>
<tr>
<td>Errors of modeling</td>
<td>0.039</td>
<td>7.0</td>
<td>0.0165</td>
<td>0.0335</td>
</tr>
<tr>
<td>Considering a polarimetric accuracy of 0.005 instead of (0.001 + 0.001 $\times Q/I$)</td>
<td>0.061</td>
<td>9.0</td>
<td>0.0235</td>
<td>0.052</td>
</tr>
<tr>
<td>Calibration errors spectrally and angularly correlated</td>
<td>0.025</td>
<td>5.1</td>
<td>0.0125</td>
<td>0.0275</td>
</tr>
<tr>
<td>Calibration errors spectrally and angularly correlated with a progressive decrease of the correlation in function of the wavelength and angle</td>
<td>0.07</td>
<td>10.0</td>
<td>0.032</td>
<td>0.052</td>
</tr>
</tbody>
</table>
Figure 4
highly accurate measurements with a broad spectral baseline. It also indicates that the effects of a realistic non-gray surface polarization do not affect the retrieved parameters, at least for an AOT larger than 0.5 at 0.55 μm. The polarimetric accuracy for the RSP instrument is expected to be better than 0.002 (see equation (22)). When considering a larger error for the polarization ratio of 0.005, we observe a significant increase in the errors and the retrieval requirements are not reached for most aerosol parameters. This result confirms that a high polarimetric accuracy is required in order to derive the aerosol parameters with the level of accuracy suggested by Mishchenko et al. [2004].

We also examined the effect of having errors due to calibration uncertainty that are correlated. This is implemented by introducing off-diagonal elements into the calibration covariance matrix that is defined in equation (22). The first case corresponds to measurement errors caused by calibration accuracy that are spectrally and angularly completely correlated as might be the case with a sensor such as the RSP that scans the fields of view of one set of detectors and that uses a pristine white reflector for its radiometric calibration. As shown in Table 3, in this case the errors in the retrieval of the aerosol parameters are significantly smaller than is the case for independent error sources. We also consider the case where the correlation progressively decreases with the wavelength and difference in the view angle. The results show that for a sensor where this is the case the errors in the retrieval of the aerosol parameters are substantially larger than for the base case. This result confirms the findings of Hasekamp and Landgraf [2007], in which a similar tendency was observed. In the following, we use a diagonal error covariance matrix since the results are intermediate between a completely correlated error matrix and one where correlations degrade with spectral and angular distance. It also makes our results more easily comparable with those of previous investigators who invariably use diagonal error covariance matrices.

4.3. Impact of the Particle Load and Size on the Error Budget

The retrieval errors obtained for τ(λ), r_{eff}, v_{eff}, m_{r}(λ), m_{t}(λ), ω_{0}(λ) of each mode, are shown in Figure 4 as a function of the total aerosol optical thickness at 0.55 μm. The errors associated with the aerosol parameters generally decrease with aerosol optical thickness (AOT), except for the AOT itself. The contribution of the light scattered by the aerosol to the up-welling polarized light increases with the AOT, which therefore leads to an increase of the sensitivity of our algorithm to the aerosol properties. The increase of the errors associated with the AOT is explained by the fact that the errors in N increase with N (not shown) and because the AOT is closely connected to this parameter (see equation (4)). The relative errors in the fine mode AOT however decrease for increasing AOT and remain under the required value for all the wavelengths considered here (σ_{τ}/τ^\text{eff} (λ) < 10%). For the fine mode particles, the requirements for r_{eff} and v_{eff} are met for any AOT values larger than 0.1 at 0.55 μm, whereas for m_{r} and ω_{0}, the requirements are only reached in three spectral bands (0.41, 0.47, 0.55 μm) and for AOT respectively larger than 0.3 and 0.6. For the coarse mode particles, we do not reach the required accuracy for most of the parameters here. This is because the contribution of the coarse mode to the total AOT is small in this test case (r_{eff}^{0.55}/r_{eff}^{0.55} = 0.1).

Figure 5 shows that there is also useful information about the height of the top of the aerosol layer. The error in the pressure level of the top of the aerosol layer is less than 70 hPa for AOT greater than 0.6 at 0.55 μm when the true mixed layer depth is P = 700 hPa. This corresponds to an error of 0.8 km when the aerosol altitude is 3 km. It is important to note that we are primarily interested in retrieving P to ensure that large retrieval and/or fitting errors do not occur in the presence of thick aerosol layers such as smoke plumes and that erroneous assumptions about P do not therefore cause a bias in our retrievals.

The sensitivity of our algorithm to the properties of small particles also varies as a function of their size. Figure 6 shows the retrieval errors obtained for m_{r} at 0.55 μm and r_{eff} as a function of the effective radius. The range of effective radius shown in Figure 6 covers the expected range of size for the fine mode (0.1–0.6 μm). We observe that the retrieval errors for the real part of the refractive index and effective radius respectively decrease and increase with the effective radius. Figure 6 indicates that the retrieval errors for r_{eff} remains within the required value for any small particles that belong to the fine mode. It also indicates that the
Figure 6. Retrieval errors for \( r'_{\text{eff}} \) and \( m'_{\text{eff}} \) at 0.55 \( \mu \text{m} \) as a function of the effective radius. Calculations were made for an aerosol optical thickness equal of 0.5 at 0.55 \( \mu \text{m} \) and \( \Delta \phi = 45^\circ, \theta_i = 45^\circ \). The aerosols properties used for the calculations are given in Table 3. The sampling of effective radius uses geometric mean radii, \( r'_{\text{eff}} \), of 0.075, 0.1, 0.15, 0.20, 0.25, 0.30 and 0.35 with an effective variance of 0.2.

Sensitivity of our algorithm to \( m \) is largest for the largest particles of the fine mode. The reason for this is that when particles are small compared with the measurement wavelength they act like Rayleigh scatterers [Hansen and Travis, 1974; Mishchenko et al., 2002], and any sensitivity to the refractive index is lost. It is therefore crucial, in order to have sensitivity to the refractive index of fine mode particles, to have measurements at short wavelengths as we describe in the following section.

4.4. Dependence of the Error Budget on the Spectral Range and Viewing Geometry

[50] A retrieval error analysis in which the two bands in the blue part of the spectrum are removed (0.41 and 0.47 \( \mu \text{m} \)) gives errors of 0.04 for \( \omega_0' \) (at 0.55 \( \mu \text{m} \)), 0.011 \( \mu \text{m} \) for \( r'_{\text{eff}} \), 0.03 for \( m'_{\text{eff}} \) (at 0.55 \( \mu \text{m} \)) and 140 hPa for \( P \). When using the full spectral range of the RSP, we found errors equal to 0.023 for \( \omega_0' \) (at 0.41 \( \mu \text{m} \)), 0.007 \( \mu \text{m} \) for \( r'_{\text{eff}} \), 0.014 for \( m'_{\text{eff}} \) (at 0.41 \( \mu \text{m} \)) and 70 for \( P \) (calculations made for \( \theta_i = 45^\circ, \Delta \phi = 45^\circ \) and AOT = 0.5 at 0.55 \( \mu \text{m} \), see section 4.1 for other conditions). For the viewing geometry and the atmospheric model considered here, these calculations show that polarized spectral bands shorter than 0.5 \( \mu \text{m} \) allow the aerosol top layer height to be estimated together with retrieving \( \omega_0' \) and \( m'_{\text{eff}} \) within the requirements given by Mishchenko et al. [2004]. Polarization measurements in the visible and near-infrared part of the spectrum (0.55 < \( \lambda < 1.6 \) \( \mu \text{m} \)) only allow the robust retrieval of \( r'_{\text{eff}} \) and AOT. Lebsock et al. [2007] reached similar conclusions although their fine mode particles were large enough that they found sensitivity to refractive index in their analysis of the two POLDER bands at 0.673 and 0.861 \( \mu \text{m} \).

[50] Figure 7 shows the retrieval errors obtained for \( r' \) and \( \omega_0' \) for different viewing geometry as a function of the AOT at 0.55 \( \mu \text{m} \). Calculations are made for different values of relative azimuth angle and solar zenith angle. Figure 7 demonstrates that the errors in the AOT are significantly larger for a relative azimuth angle of 90\(^\circ\) than for 45\(^\circ\). Similar behavior is observed for the other aerosol parameters. The errors for \( r'_{\text{eff}} \), \( \omega_0' \) and \( m'_{\text{eff}} \) at 0.41 \( \mu \text{m} \) respectively reach 0.012, 0.05 and 0.035 for an AOT of 0.5 at 0.55 \( \mu \text{m} \). The reason is that the measurements performed in the case of a relative azimuth angle of 45\(^\circ\) sample a larger range of scattering angle than in the case of a relative azimuth angle of 90\(^\circ\). The solar zenith angle also affects the errors in the retrieval of aerosol parameters. The retrieval errors for an AOT equal to 0.5 are equal to 0.041, 0.040 and 0.053, respectively for \( \theta_i \) equal to 30, 45 and 60\(^\circ\). The errors on \( \omega_0' \) are also dependent on the relative azimuth angle and on the solar zenith angle as shown in Figure 7. However, it is the magnitude of the AOT that dominates the accuracy of the retrieval of \( \omega_0' \) primarily because neither remote sensing retrievals, nor the radiation budget of the Earth are really sensitive to the single-scattering albedo per se. Rather, the absorption optical depth is the absorption parameter that passive remote sensing is sensitive to and is also what determines whether solar radiation is absorbed in the atmosphere of the Earth. Additional calculations made with
various relative solar azimuth angle values show that all the parameters of the fine mode can be retrieved with the required accuracies (at least in 3 spectral bands for the spectral quantities), for $\Delta \phi$ varying between 0 and 65° and between 125 and 180° (calculations made for $\theta_s = 45^\circ$). For relative azimuth angles between 65 and 125° prior assumptions about the real part of the refractive index will become important for the accuracy of the retrievals.

5. Application to Field Experiments

[51] In this section, we analyze the data taken by the RSP instrument during the Aerosol Lidar Validation Experiment (ALIVE) in Oklahoma and during a flight performed over a thick smoke plume above the Mojave desert of Southern California.

5.1. The ALIVE Experiment

[52] The ALIVE experiment took place over the Department of Energy Atmospheric Radiation Measurements (ARM; [Ackerman and Stokes 2003]) program facility in the Southern Great Plains (SGP). The primary purpose of this campaign was to collect airborne remote sensing data of atmospheric aerosols in order to perform a validation study of the SGP ground-based lidars. The RSP instrument participated in this campaign aboard the Sky Research Inc. Jet stream-31 (J31) research aircraft and acquired good quality data throughout all twelve flights performed between 12 and 22 September 2005. During this campaign, the RSP instrument flew on the J31 in collaboration with the NASA Ames Airborne Tracking 14-Channel Sun photometer (AATS-14). The AATS-14 instrument, mounted on the top of the aircraft, tracks the direct solar beam and measures its attenuation in fourteen spectral channels. These measurements allowed the aerosol optical thickness of the column above the aircraft to be derived in 13 bands between 0.353 and 2.105 $\mu$m [Russell et al., 1999; Schmid et al., 2003].

[53] All the flights were organized around the SGP ARM Cloud central facility (N36°36'25", W97°29'09"), which is equipped with a Cimel Sun photometer that is part of the federated Aerosol Robotic Network (AERONET). The operational inversion algorithm developed for the analysis of the AERONET Sun photometer measurements provides the spectral aerosol optical thickness, the aerosol complex refractive index and the particle size distribution between 0.05 and 15 $\mu$m [Dubovik and King, 2000].

Figure 8 shows examples of flight track segments performed during this campaign. In Table 4, we report the main characteristics of the flights performed during the ALIVE experiment. Table 4 shows that all the flights were performed with low aerosol loading ($< 0.165$ at 0.5 $\mu$m) and were often perturbed by the occurrence of cirrus. A cloud-screening algorithm has been developed for the analysis of the AATS measurements and allowed us to select scenes for which the direct beam of the sun was cloud free. Vertical profiles of the aerosol properties and columnar water vapor were also derived with the AATS-14 instrument during spiral descents and ascents of the Jet stream-31. Figure 9 shows examples of vertical profiles of the aerosol optical thickness measured by the AATS-14.

Table 4. Characteristics of the Flights Performed During the ALIVE Experimenta

<table>
<thead>
<tr>
<th>Date</th>
<th>Time (UT)</th>
<th>Mean Altitude or Min and Max Values (km)</th>
<th>$\tau^f$</th>
<th>$\tau^c$</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>09/11/05</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>technical flight</td>
</tr>
<tr>
<td>09/12/05</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>cloudy condition</td>
</tr>
<tr>
<td>09/13/05</td>
<td>1730–1845</td>
<td>0.5–5.5</td>
<td>–</td>
<td>–</td>
<td>no AERONET data available</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>very clear condition (observed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>by the AATS-14)</td>
</tr>
<tr>
<td>09/16/05</td>
<td>1545–1645</td>
<td>0.5–5.5</td>
<td>0.075</td>
<td>0.000</td>
<td>2 flights, clear condition</td>
</tr>
<tr>
<td>09/17/05</td>
<td>2130–2320</td>
<td>1.5–5.5</td>
<td>0.13</td>
<td>0.035</td>
<td>2 flights, few cirrus</td>
</tr>
<tr>
<td>09/19/05</td>
<td>1415–1615</td>
<td>0.5–7.5</td>
<td>0.01</td>
<td>0.055</td>
<td>2 flights, few cirrus</td>
</tr>
<tr>
<td></td>
<td>1730–2000</td>
<td>0.5–7.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09/20/05</td>
<td>1530–1715</td>
<td>0.5–5.5</td>
<td>0.135</td>
<td>0.040</td>
<td>2 flights, many cirrus</td>
</tr>
<tr>
<td></td>
<td>2030–2045</td>
<td>0.5–4.5</td>
<td>0.115</td>
<td>0.035</td>
<td>(first flight only)</td>
</tr>
<tr>
<td>09/21/05</td>
<td>1500–1540</td>
<td>0.5–5.5</td>
<td></td>
<td></td>
<td>2 flights, few Cirrus</td>
</tr>
<tr>
<td></td>
<td>1700–1900</td>
<td>0.5–7.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09/22/05</td>
<td>1430–1730</td>
<td>0.5–4.0</td>
<td>0.114</td>
<td>0.035</td>
<td>2 flights, few Cirrus</td>
</tr>
<tr>
<td></td>
<td>1830–2200</td>
<td>4.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aThe aerosol optical thickness for the fine and coarse modes are given at 0.5 $\mu$m and were derived from AERONET observations (daily average).
Figure 9. Vertical profile of the AOT measured by the AATS instrument at 0.5 μm.

instrument. The measured profiles show that the particles were located primarily in the first 2 to 3 km of the atmosphere. In the following, we focus on the analysis of the measurements performed on the 16, 17, and 19 September since the observed surfaces and particles were representative of the ones usually observed during the ALIVE campaign.

During the ALIVE campaign, we observed heterogeneous scenes consisting of vegetated surfaces and bare soil. Different parts of the scan therefore view different surface types that are associated with different magnitudes of the surface polarization, which explains the strong fluctuations that are observed in the measured polarized reflectances. It is important to note that the fluctuations in all the spectral bands are strongly correlated. The differences in the polarization magnitude from one scan to another can be explained by a change in the observed surfaces (e.g., scans (a) and (b)) or by a change in the viewing geometry (e.g., scans (c) and (d)). The scans were performed in different planes of observation, which provided measurements with different ranges of scattering angle (see Table 5). The angular and spectral behavior is consistent with our hypotheses regarding the surface polarization over land.

In Figure 10, we show the polarized reflectance measured by the RSP as a function of the view angle. The RSP measurements are corrected for gaseous absorption using a parameterization that has a two-pass transmission correction above the aircraft level and uses an effective absorption optical depth in the calculation of upwelling polarized radiances below the aircraft. The relevant parameters were estimated using correlated k-distributions [Lacis and Oinas, 1991] with 1-nm widths that were integrated over the RSP spectral band responses. The form of the parameterization is motivated by the fact that the centers of the methane and carbon dioxide absorption lines that affect the 1.6 and 2.25 μm bands are saturated high in the atmosphere, such that it is only weaker absorption in line wings that affects the transfer of radiation through aerosol layers in the lower atmosphere. Water vapor continuum absorption is also relevant to the simulation of scattering in the lower atmosphere and is included in the parameterization of the effective absorption optical depth. The amount of column water vapor present is prescribed using AERONET or AATS-14 measurements. The majority of ozone is so high in the atmosphere that it can be accounted for using a simple transmission correction to the direct beam of the sun, with the ozone column amount being prescribed using the estimates provided by TOMS, or the Ozone Monitoring Instrument (OMI). In the retrieval process, we only include the errors in the measurements described in equation (22).

For the measurements performed during the ALIVE campaign, we conservatively estimate an absolute radiometric calibration uncertainty equal to 6% for the bands centered at 0.41, 0.47, 0.55 and 0.67 μm and 3% for the others (see Appendix C for source of calibration). The viewing geometries that correspond to scattering angles larger than 160° are not considered in the retrieval process and are therefore not shown (see section 2).

In Figure 10, we show the polarized reflectance simulated at the aircraft altitude. We observe that the use of the 2.25 μm measurement allows the effects of the various surface types to be compensated efficiently. For scans (a) and (b), we report the results obtained with the LUT approach, since the latter is sufficient to obtain a fit of the measurements within the expected uncertainties. For the others cases, we use the whole retrieval process including the parameters Nf, r^f_0, σ^f and m^f. We do not try to retrieve the absorption and the altitude of the aerosol since the sensitivity to these parameters is weak at such low AOT.

Figure 10 shows that the assumptions made allow good fits to be obtained for each set of measurements. The maximal error in the modeling of the polarized reflectance is equal to 4 × 10^-3 and is observed at the maximal polarization level for the observations performed under very clear conditions (see Figure 10b). For the others cases associated with
Figure 10
slightly larger AOTs, the maximal errors on the modeling of the polarized reflectance do not exceed $2 \times 10^{-3}$. In Table 5, together with the viewing geometry associated with each scan, we report the aerosol parameters retrieved with the RSP measurements and the coincident AERONET retrievals. These results show that our approach allows the AOT of the fine mode particles to be retrieved with a maximal error of 0.02 at 0.67 $\mu$m. The effective radius is retrieved with a maximum error of 0.025 $\mu$m, which indicates that the spectral dependence of the fine mode AOT is also well retrieved. The agreement between the retrieved refractive indices is good for 19 September 2005 with a bias of 0.003 and standard deviation of 0.014, but on 17 September 2005 the retrieval using RSP data is 1.42 while the retrieval using Cimel data is 1.35. The fact that the Cimel estimates of AOT are also biased low against the polarimetric retrievals by 0.02 suggests that the Cimel refractive index estimates may be the source of the discrepancy [Dubovik and King, 2000, Figure 4]. This is particularly likely given that the relative humidity at that time was only 55%, which is far too low to strongly hydrate small particles to a level where a refractive index of 1.35 is reasonable.

The uncertainty in the refractive index retrieved with our algorithm is lower than that we presented in our sensitivity study analysis for the same AOT (see Figure 4). This is because the sensitivity of the polarization measurements to aerosol properties is slightly larger for the case of aircraft observations than for the case of observations from space. The inclusion of the coarse mode particles in the inversion slightly affects the retrievals obtained for the fine mode and the retrieval error budget. For instance, when including the coarse mode parameters (i.e., $N_c$, $r_{c}^e$, $\sigma_f^c$ and $m_r^c$) in the inversion, we found for scan (e): $\tau_{0.67} = 0.095 (0.01)$, $r_{c}^e = 0.18 (0.01) \mu$m, $m_r^c = 1.47 (0.02)$, $\sigma_f^c = 3.6 \times 10^{-4}$ (3.2 $\times 10^{-4}$), $r_{0.67}^e = 1.97 (1.85) \mu$m and $m_r^c = 1.53 (0.05)$; for scan (f), we found: $\tau_{0.67} = 0.065 (0.005)$, $r_{c}^e = 0.17 (0.005) \mu$m, $m_r^c = 1.47 (0.02)$, $\sigma_f^c = 1 \times 10^{-4}$ (0.8 $\times 10^{-4}$), $r_{0.67}^e = 1.935 (1.8) \mu$m and $m_r^c = 1.535 (0.05)$. We found maximal changes of 0.025 for the fine mode AOT, 0.02 $\mu$m for the fine mode effective radius and 0.05 for the fine mode real refractive index. The fitting accuracy is slightly reduced when considering the coarse mode particles in the inversion, i.e., error term of $0.27 \times 10^{-6}$ instead of $0.25 \times 10^{-6}$, for scan (e) and error term of $0.25 \times 10^{-6}$ instead of $0.2 \times 10^{-6}$ for scan (f). The retrieved coarse mode AOTs are extremely small and associated with large standard deviation values. The other characteristics of the coarse mode particles (size and refractive index) are therefore not accurately retrieved. These results indicate that there is little sensitivity of our approach to the coarse mode particles at least for coarse mode AOTs less than 0.05 with a very large coarse particle mode. For such low AOT, the effects of the coarse particles on the fine mode retrievals can be considered as a nuisance parameter and should be included in the total error covariance matrix.

### 5.2. Smoke Measurements

[58] Several massive wildfires were raging across Southern California in late October 2003, burning more than 300,000 hectares of biome [Keeley, 2004] and affecting the atmospheric chemistry and air quality [Mühle et al., 2007]. On 29 October 2003, the RSP instrument, installed on a small survey plane (Cessna 310), flew over some fires in the Simi Valley and over the Mojave Desert to where a significant amount of smoke had been transported. Biomass burning particles are usually characterized by large absorption properties and a size distribution dominated by the fine mode [Dubovik et al., 2002]. These particles are usually injected into the atmosphere at high altitudes and can be transported [Hsu et al., 2004] over long distances [Hoff et al., 2005, Hlavka et al., 2005]. These characteristics have

![Figure 11. Aerosol index TOMS daily image for 29 October 2003. Dots: (1) and (2) locations of the AERONET Sun photometers based at the UCSB and Rogers Dry Lake stations; (3) location of the RSP scan shown in Figure 14.](image)
been confirmed from space-based and ground-based observations. In Figure 11, we show the Aerosol Index derived from the TOMS Earth Probe observations. We observe that the smoke plume was extended over the south of the USA and Mexico and was being transported west. Values as large as 8 can be observed, which is indicative of the presence of a large amount of absorbing particles in the air at high altitude [Herman et al., 1997]. The aerosol load was highly variable on 29 October 2003 and there was some patchy cirrus cloud cover present. The Sun photometer located on the west coast at the University of California at Santa Barbara station (N 34°24′54″, W 119°50′42″) performed measurements for clear-sky conditions just after the end of the flight. The AOTs of the fine and coarse mode were 1.385 and 0.039 respectively at a reference wavelength of 0.5 μm. This observation confirms that the absorbing aerosols observed by TOMS mainly belonged to the fine mode. Some information about the vertical extent of the smoke plumes was also available. The NASA Goddard Space Flight Center (GSFC) Cloud Physics Lidar (CPL) obtained measurements from the NASA ER-2 aircraft over southern California the day prior to the RSP flight. In Figure 12, we show the backscattering lidar coefficient measured at 0.532 μm by the CPL instrument. These measurements show aerosol layers detached from the ground that are located between 1 and 5 km as well as some thin cirrus on the second part of the flight track.

In the following, we investigate measurements performed during the over-flight of the Mojave Desert. During this part of the flight observers on the plane noted that there was minimal cirrus cloud cover overhead and that the top of the aerosol layer was close to the aircraft level. In order to study the effects of the aerosol vertical distribution on the polarization measurements, we considered different atmospheric structures in the LUT calculations. We calculated the polarized reflectance contained in the LUT under the assumption that the particles were located between the surface and 4.8 km as well as the surface and 3.6 km. These values are chosen based on the aircraft and surface altitudes (4.8 and 1.2 km respectively) and allow us to break the aerosol into three layers each of 1.2 km thickness. We also consider the case where the aerosol layer may be detached from the surface and allowed the aerosol layer to be located between 2.4 and 3.6 km, 2.4 and 4.8 km, or 3.6 and 4.8 km. We show in Figure 13 the polarized reflectance measured at 0.41, 0.47 and 0.55 μm and the polarized reflectance calculated for different atmospheric profiles. The calculations are made for the aerosol model that is retrieved for the case in which the particles are located between the 3.6 and 4.8 km.

![Figure 12](image1.png)

Figure 12. Backscattering lidar coefficient profiles measured at 0.532 μm by the CPL instrument shown as a function of acquisition time. Measurements performed on 28 October 2003.

![Figure 13](image2.png)

Figure 13. Polarized reflectance at (a) 0.41, (b) 0.47, (c) 0.55 μm as a function of the scattering angle. Measurements (red lines) and simulations calculated for different atmospheric profiles: aerosols between the surface and 2.4 km (blue), 3.6 km (magenta), 4.8 km (black), between 2.4 and 4.8 km (green) and between 3.6 and 4.8 km (dark green). Calculations made for an AOT of 0.57 at 0.67 μm and the aerosol model used for the LUT calculations \( m_r = 1.54 - 0.01i, \quad \sigma = 0.4 \).
below the aerosol layer is reduced by attenuation through the smoke plume. The fact that the measurements were acquired just above the aerosol layer also tends to minimize the contribution of molecules to the RSP measurements. The spectral dependence of the observed polarized reflectance is therefore determined by that of the aerosols. We include all the parameters of the fine mode in the retrieval process as well as the aerosol layer top height. Based on the LUT retrievals, the a priori value for the aerosol layer top height is set at 4.2 km with an a priori uncertainty of 0.6 km and the aerosol layer base height is fixed at an altitude of 3.6 km. We consider a spectrally flat refractive index and we do not include the coarse mode in the inversion. Potential modeling errors due to the neglect of the coarse mode particles are included in the total error covariance matrix. Figure 14 shows that the assumptions allowed a good fit to the measurements to be obtained. The convergence is achieved after five iterations. We obtain an AOT equal to 0.58 (0.01) at 0.67 μm, the retrieved effective radius and the variance are respectively equal to 0.165 μm (0.0015) and 0.25 (0.005), the real and imaginary refractive indices are equal to 1.505 (0.01) and 0.0315i (0.0015), respectively and P is equal to 560 hPa (Figure 10), corresponding to a height of 4.8 km. We retrieve a small effective radius and a high real refractive index, which is characteristic of the properties of the biomass burning particles [Dubovik et al., 2002]. The retrieved imaginary refractive index leads to a single scattering albedo of 0.85 (0.005) at 0.55 μm. This value is rather similar to other estimates made for African savanna biomass burning particles (0.84 < < 0.88) [Dubovik et al., 2002] and for fresh biomass burning particles observed in the vicinity of the source (0.86) [Torres et al., 1998].

Additional calculations show that there is a sensitivity of the retrievals to the aerosol layer base height. When we decrease the aerosol layer base height in the calculations, we observe an increase in the complex refractive index and AOT and a decrease of the particle size as well as a decrease of the fitting accuracy. For instance, when performing the retrieval with an aerosol layer base height of 2.4 km instead of 3.6 km, we found τ0.67 = 0.59, reff= 0.16 μm, m = 1.53 – 0.035i, P = 559 hPa and a single scattering albedo of 0.83. The fitting accuracy is only weakly reduced (0.2 × 10⁻⁶ instead of 0.15 × 10⁻⁶). The fitting accuracy is significantly reduced (0.4 × 10⁻⁶ < error term < 10⁻⁵) for aerosol layer base height smaller than 1.8 km. This indicates that the thickness of the aerosol layer must be less than 3 km in order to fit the measurements. The lidar measurements shown in Figure 12 suggest smaller thickness for the aerosol layer. This analysis shows that the aerosol layer base height cannot be accurately retrieved, but does affect the retrieved aerosol microphysical properties, and should therefore be considered as a nuisance factor that should be integrated over as part of any retrieval process. Assuming that the aerosol layer thickness is less than 2.4 km, we estimate the uncertainties in the retrieved parameters to be equal to 0.03 for τ0.67, 0.005 for reff, 0.02 for m, and 0.003 for m.

The AERONET Cimel Sun photometer located at the Rogers Dry Lake (RDL) station was the closest one to the flight track segment (~80 km, see Figure 11). During the time when the RSP instrument flew (1930 to 2040 UT), the measured AOT varied between 0.2 and 0.7 at 0.67 μm. These
data were however classified as cloud contaminated due to the presence of cirrus, although the smoke particle contribution probably dominated the optical depth, and for this reason no aerosol microphysical retrievals were performed. Observers in the aircraft noted that the data for which we have performed retrievals using RSP data were free of cirrus contamination but that cirrus was quite widespread. It is therefore reasonable, given the absence of any more detailed decomposition of the spectral AOT, to model the Cimel AOTs as being composed of cirrus and an accumulation mode that has a spectral AOT with a power law Angstrom dependence viz.,

$$\tau(\lambda) = \tau_{\text{cirrus}} + \left(\frac{\lambda}{675}\right)^{-\alpha} \tau_{\text{dec}}(675).$$

(24)

This simple model fits all the Cimel observations from 0.34 to 1.64 $\mu$m with an average absolute deviation of 0.02 that justifies the use of the power law exponent and accumulation mode optical depth as appropriate summary quantities to compare with the RSP retrievals. The primary reasons for using this decomposition are to reduce the impact of cirrus on the comparison and because aerosol microphysical properties (for which the Angstrom power law parameter is a proxy) typically vary less spatially and temporally than the aerosol burden and should therefore provide a better test of the validity of our retrieval than just looking at a single AOT. The AOT retrieved by the RSP (0.56 ± 0.03) is only within 0.1 of the Cimel accumulation mode AOT for the Sun photometer observation that is closest in time. However, the heterogeneity of the AOT and the distance between the RSP observation and the Cimel observation means that this difference is certainly within the observational uncertainty as can be seen by the rapid increase in accumulation mode AOT at RDL in the period after the RSP observations. For example, the Cimel AOT is 0.45 ± 0.12 if the standard deviation is estimated over the 40 minutes bracketing the polarimetric estimate. Although the accumulation mode AOT changed by 20% at RDL over the 15 minute period that brackets the RSP observations the Angstrom power law only changed by 3% in this time. The fact that our Angstrom power law retrieval 1.73 (0.07) agrees within the average of the Cimel values, 1.66 (0.04), within the combined uncertainty of the two estimates demonstrates the realism of our size distribution retrieval as does the fact that over the entire period summarized in Table 6 the difference between our retrieved Angstrom power law exponent and that estimated from the Cimel data is never more that 0.11.

[64] We have also calculated the TOMS aerosol index using the aerosol model and the vertical structure retrieved with the RSP instrument. We assume that the absorption properties retrieved in the visible part of the spectrum remain valid in the TOMS spectral bands (0.34–0.38 $\mu$m) and use a surface albedo of 0.05 for the calculations of the UV radiances. We calculated an Aerosol Index (AI) of 2.0 when the aerosol layer is assumed to lie between 3.6 and 4.8 km and an AI of 1.8 when the layer is assumed to lie between 2.4 and 4.8 km. If the thickness of the aerosol layer is reduced to 300 m similar to the smoke layers shown in Figure 12 the calculated AI is 2.3. The TOMS AI in the pixel that includes the location of our measurements is 3. Our measurements were however made on the southern edge of that pixel, with the pixel to the south being cloud contaminated. If we interpolate the TOMS AI to the location of our measurements using the surrounding values we obtain a TOMS AI value of 2.25. The good agreement between this interpolated TOMS AI value of 2.25 and the value predicted by our aerosol retrieval (assuming a 300 m aerosol layer) demonstrates that our aerosol retrieval is consistent with the TOMS AI within the range of uncertainty caused by the aerosol layer thickness. The agreement between the model calculated values and the TOMS AI product indicates that the vertical structure and single scattering albedo of our retrieval is consistent with spectral radiances observed in the UV.

6. Summary and Conclusions

[65] We have demonstrated that the polarization of light reflected by land surfaces can be represented sufficiently accurately for most purposes using a simple model constrained using the long wavelength (2.25 $\mu$m) measurements. Without such measurements errors in the assumed surface model will tend to dominate the retrieval [Waquet et al., 2007], because only prior information is available to constrain the surface polarized reflectance. This surface model has been incorporated into an optimal estimation scheme for the determination of aerosol properties from polarimetric observations and was shown in a theoretical sensitivity analysis to provide a highly accurate estimate of the aerosol optical depth and microphysical model. This sensitivity analysis also showed the value of having short-wavelength polarimetric observations in order to estimate the vertical distribution of aerosols and the amount of light that aerosols absorb. Previous authors have noted the importance of errors caused by forward model assumptions [Lebsock et al., 2007], but our analysis demonstrates that if a sufficient range of observations (spectrally and in terms of angular sampling) are available, the number of model assumptions can be reduced and the retrieval accuracy is indeed limited by the measurement accuracy, as indicated by more simplistic previous analyses [Mishchenko and Travis, 1997a].

[66] Our sensitivity study was then evaluated against the retrieval products provided by the analysis of Cimel sun/sky radiometer observations [Dubovik and King, 2000] and TOMS AI [Torres et al., 1998]. At low AOT (<0.1) the differences between our retrievals of AOT and those from a
Cimel sunphotometer are 0.008 (0.01) for the AOT, 0.019 (0.008) \( \mu \text{m} \) for the effective radius and 0.02 (0.035) for the real refractive index where in each case the first number is the bias and the number in parentheses is the standard deviation. The only retrieved parameter where the discrepancy is larger than expected is the real refractive index and as we noted above this is also within the acceptable range of the combined uncertainties of the two estimates. These results demonstrate that even in pristine environments aerosol retrievals with the required accuracy [Mishchenko et al., 2004] are possible using only polarized radiance observations provided a broad spectral range of measurements is available. This is in pronounced contrast to a previous analysis of the measurements available from POLDER where it was suggested that retrieval errors of 150\% for AOT and refractive index were likely [Lebsock et al., 2007]. At high AOT (>0.5) the lack of close spatial coincidence between the RSP aerosol retrievals and the Cimel sunphotometer, the cloud conditions and strong spatial gradients in the aerosol load make definitive validation of our aerosol retrievals we obtained over the smoke plumes problematic. We do however have consistency within the experimental uncertainties between our retrieval of AOT and Angstrom power law parameter and those estimated from Cimel observations. The calculated AI also agrees with the TOMS AI within the experimental uncertainties indicating that the vertical structure, aerosol single scattering albedo and AOT that we retrieved are at least a good predictor of UV radiances.

Theoretical analysis and direct comparison to independent measurements demonstrate the capability of polarized radiance measurements to allow the retrieval of a detailed aerosol microphysical model and AOT over land surfaces. As we noted above, at high optical depths, the vertical structure of the aerosols acts as a nuisance parameter in the aerosol retrieval process, reducing the accuracy of the estimate of single-scattering albedo and AOT. The combination of polarization observations with simultaneous lidar observations, or high spectral resolution A-band radiometer observations, would therefore allow for more accurate aerosol retrievals under these conditions. The optimal estimation framework presented here allows that to be done quite easily and the planned launch of the NASA Glory APS into NASA’s A-train constellation of satellites in June 2009 will allow this approach to be extended and applied to observations made by APS and the CALIPSO lidar, or the Orbiting Carbon Observatory A-band radiometer. An earlier opportunity to evaluate the combination of polarimetry, of the type analyzed here, and lidar observations will occur during the summer of 2008 when the RSP flies on the same aircraft as a High Spectral Resolution Lidar as part of the Arctic Research of the Composition of the Troposphere from Aircraft and Satellites field experiment that is part of the International Polar Year. As the results presented here demonstrate the use of aircraft data to evaluate and develop aerosol retrieval algorithms is invaluable.

### Appendix A: Description of the Research Scanning Polarimeter

The Research Scanning Polarimeter (RSP) was designed to collect data for atmospheric studies being conducted by NASA GISS and Columbia University science teams, and is the basis for the functional design of the Aerosol Polarity Sensor that is scheduled for launch as part of the NASA Glory mission in June of 2009.

The RSP instrument uses a polarization compensated scan mirror assembly to scan the fields of view of six boresighted, refractive relay telescopes through ±60° from the normal with respect to the instrument base-plate. The refractive telescopes are paired, with each pair making measurements in three spectral bands. One telescope in each pair makes measurements of the two orthogonal polarization states at 0° and 90° to the meridional plane of the instrument while the other telescope simultaneously measures equivalent intensities for orthogonal polarization states at 45° and 135°. The orthogonal polarization states are spatially separated by a Wollaston prism and measured simultaneously on paired detectors. This approach ensures that the polarization signal is not contaminated by uncorrelated spatial or temporal scene intensity variations during the course of the polarization measurements, which could create “false” polarization. These measurements in each instantaneous field of view in a scan provide the simultaneous determination of the Stokes parameters \( I, Q \) and \( U \) in all nine spectral bands.

The RSP has six spectral bands in the visible/near infrared (VNIR) that require four telescopes for the simultaneous measurements of \( I, Q \) and \( U \). There are also two spectral bands in the Short-Wave Infra-Red (SWIR) blue enhanced silicon photodiodes are used to make measurements in six spectral bands at 410, 470, 555, 670, 865 and 960 nm. In the short wave infrared (SWIR) HgCdTe detectors cooled to 150K are used to make measurements in three spectral bands at 1590, 1880 and 2250 nm. The instantaneous field of view (14 mrad) of each telescope is scanned continuously with data being taken over a range of 120° (±60° from nadir) using a polarization-insensitive scan mirror system. This system consists of two mirrors each used at 45° angle of incidence and with their planes of incidence oriented orthogonally. This ensures that the polarization orientation that is perpendicular to the plane of reflection at the first mirror is parallel to the plane of reflection at the second mirror so that all polarization states are transmitted equally. The RSP also incorporates a calibration system that allows the relative responsivity of the detectors measuring orthogonal polarization states to be tracked allowing a polarimetric accuracy of better than 0.2% to be achieved independent of the scene that is being viewed.

### Appendix B: Assumptions About Noise

The absolute noise level is the same in Stokes parameters \( I, Q \) and \( U \) and it is given in reflectance unit by:

\[
\sigma_{ij} = \frac{\sqrt{b R_{ij} \mu_0}}{\mu_0}, \tag{B1}
\]

where the coefficient \( b \) is determined from the optical throughput, detector quantum efficiency and preamplifier design primarily and it is verified against measurements. We use a value of \( b \) equal to \( 10^{-7} \), which is a good approximation for the entire bands of the RSP instrument.
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[72] The polarization ratio \( P \) is defined by:

\[
P_i = \frac{R_{pol,i}}{R_i}. \tag{B2}
\]

[73] The errors on \( R_i \) then can be written as follows:

\[
\Delta R_{pol,i} = \frac{R_{pol,i}}{R_i} \Delta R_i + \Delta P R_i; \tag{B3}
\]

[74] From the equation above, we define the measurements errors due to the calibration uncertainty and polarimetric uncertainty as follows:

\[
\sigma_{cal,i} = \frac{R_{pol,i} \Delta R_i}{R_i},
\]

\[
\sigma_{pol,i} = \Delta P R_i,
\]

where \( \Delta P \) is the relative calibration uncertainty, which is fixed to 3%. \( \Delta P \) is the polarimetric absolute accuracy which is calculated as follows:

\[
\Delta P_i = 0.001 + 0.001P_i. \tag{B5}
\]

Appendix C: Radiometric Calibration of the RSP

[75] The RSP was calibrated on 25 September 2005 using a NIST traceable 1 kW FEL lamp operated in the manner prescribed by NIST so as to provide a calibrated irradiance that was reflected by a Spectralon plaque that also had NIST traceability of its reflectance. The NIST irradiances, that are provided with the FEL lamp at a standard set of wavelengths, were interpolated, using an initial fit to a blackbody spectrum as a method of prewhitening to reduce errors, to the 1-nm spectral grid of the RSP spectral response. These interpolated irradiances were then integrated over the spectral response of each band to produce an integrated estimate of the radiance that is observed by the RSP as the irradiance is reflected off the Spectralon plaque. It is these measurements that define the RSP radiance scale. The RSP radiances are then converted to a reflectance using a solar spectral irradiance provided by Judith Lean [Lean, 2000] that was also interpolated to the 1-nm grid and integrated over the response of each RSP band. It is this calibration that was used during the smoke measurements in October 2003. An additional calibration was performed using the Raytheon Santa Barbara Remote Sensing SIS2 integrating sphere over the spectral range from 350 to 1050 nm on 8 August 2005. This calibration showed a substantial change in calibration coefficients in the 410, 470 and 555 nm bands compared with that obtained on 25 September 2005. Subsequent analysis of the spectral variation of cloud reflectance, low altitude observations of sun glint and evaluation against the observed and simulated degree of linear polarization (which is independent of radiometric scale) have shown that the large change in calibration coefficients between 25 September 2005 and 8 August 2005 was erroneous and probably caused by errors in the calibration of the SIS2 which is only a tertiary radiance standard. However, it is this discrepancy between the radiance calibrations that causes us to ascribe a higher uncertainty to the radiometric accuracy of the shorter wavelength bands of the RSP.
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