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ABSTRACT

This study evaluates the skin temperature (ST) datasets of the International Satellite Cloud Climatology
Project (ISCCP) D satellite product, the ISCCP FD satellite product, the 40-yr ECMWF Re-Analysis
(ERA-40), the NCEP–NCAR Reanalysis, and the NCEP–Department of Energy (DOE) Atmospheric
Model Intercomparison Project (AMIP)-II Reanalysis. The monthly anomalies of all the datasets are
correlated to each other and to most of the ground-truth stations with correlation coefficients �0.50. To
evaluate their qualities, the 5 ST datasets are used to calculate clear-sky (CS) outgoing longwave radiation
(OLR) and upward surface longwave radiation (USLR); the results are compared with the Earth Radiation
Budget Experiment (ERBE) satellite observation and 14 surface stations. The satellite-derived STs and
ERA-40 ST tend to bias high on hot deserts (e.g., Sahara Desert), and the reanalyzed STs tend to bias low
in mountain areas (e.g., Tibet). In Northern Hemisphere high-latitude regions (tundra, wetlands, deciduous
needle-leaf forests, and sea ice), the CS OLR anomalies calculated using the satellite-derived STs have
higher correlations and lower root-mean-squared errors with the ERBE satellite observation than those
derived from using the reanalyzed STs. ERA-40 underestimates the amplitude of the seasonal ST over
glaciers. All the reanalysis products (ERA-40, NCEP–NCAR, and NCEP–DOE AMIP-II) overestimate the
ST during partial sea ice–covered periods in the middle-high-latitude oceans. Nonetheless, suspected spu-
rious noises with an amplitude of 2 K in the satellite-derived STs produce a physically unviable anomaly
over earth’s surface where the amplitude of the anomaly is weak (such as open-water bodies, croplands, rain
forest, grasslands, hot deserts, and cold deserts). Better land–ocean–ice schemes for a reanalysis should be
developed for desert regions, high plateaus, fractional sea ice–covered oceans, and seasonally snow-covered
lands, where the largest ST errors are identified.

1. Introduction

Sea surface temperature (SST) anomalies, such as
the El Niño, have been found to have profound impact

on climate (e.g., Gates et al. 1999). On the other hand,
the characteristics and features of land skin tempera-
ture (LST) anomalies have not been well explored (Pri-
gent et al. 2003). The LST is an important parameter
for determining the energy exchange between the at-
mosphere and the land (e.g., Brutsaert 1982). The ac-
curacy in the LST of a climate model represents how
well the land surface processes are parameterized in the
model (e.g., Jin et al. 1997; Tsuang 2003).

Conventionally, LST data are only available from
surface stations at a limited number of research sites
(e.g., Betts and Ball 1998; Baldocchi et al. 2001). Nowa-
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days, because of rapid progress in the development of
remote sensing and reanalysis techniques, LST data
with global coverage have been derived from satellite
observations (Jin 2004; Zhang et al. 2004) or calculated
using data assimilation systems (Simmons and Gibson
2000; Kanamitsu et al. 2002a). Without extensive evalu-
ation of the data however, it is not clear how reliable
these products are. This study attempts to conduct such
an evaluation.

In the present study, we compare skin temperature
(ST; including both LST and SST) datasets, especially
their interannual variability of the International Satel-
lite Cloud Climatology Project (ISCCP) D2 satellite
product (ID; Rossow and Schiffer 1999), the ISCCP FD
product (IFD; Zhang et al. 2004), the National Centers
for Environmental Prediction–National Center for At-
mospheric Research (NCEP–NCAR) Reanalysis
(NCEP1; Kalnay et al. 1996; Kistler et al. 2001), the
NCEP–Department of Energy (DOE) Atmospheric
Model Intercomparison Project (AMIP)-II Reanalysis
(NCEP2; Kanamitsu et al. 2002a), and the 40-yr Euro-
pean Centre for Medium-Range Weather Forecasts
(ECMWF) Re-Analysis (ERA-40; Simmons and Gib-
son 2000). ERA-40 is a newer version of the ECMWF
Re-Analysis, which succeeds the prior ERA-15 (Gib-
son et al. 1997).

In the absence of routine in situ ST measurements,
Prigent et al. (2003) evaluated STs by comparison with
surface air temperature (SAT). The SAT data compiled
by the Climate Research Unit (CRU, version CRU
TS2.1; Mitchell and Jones 2005) is also used in this
study for the comparison with ST data.

Since there is no global ground-truth dataset for ST,
we evaluate the STs of the 5 products by using them to
calculate clear-sky (CS) outgoing longwave radiation
(OLR) at the top of the atmosphere and the upward
surface longwave radiation at the land surface (USLR).
The results are compared with observations from sat-
ellites and a few ground-truth stations. It is well under-
stood that the contribution to CS OLR anomalies may
be separated into two factors: surface properties and
atmospheric properties (Zhang et al. 2006, 2007). The
surface properties include ST and emissivity; the atmo-
spheric properties include both temperature and hu-
midity (T/q) profiles and near-SAT. These two factors
are equally important in the calculation of CS OLR
(See the appendix for details). To separate the effect of
ST from the others for determining CS OLR, all the CS
OLR calculations are calculated using the same emis-
sivity dataset, the same T/q profile data and the same
SAT data as inputs.

These comparisons provide information for under-

standing the strength and weakness of the satellite re-
trieval and the reanalysis skill on the global scale. In
addition, since the reanalyzed ST of each land type is
usually calculated with its own parameters (Simmons
and Gibson 2000), the results of the comparisons are
grouped for each land type, based on a modified Inter-
national Geosphere-Biosphere Programme (IGBP)
land classification (Fig. 1; after Loveland et al. 2001;
Masson et al. 2003), of which the criteria are listed in
Table 1. The practical relevance may lie in that the
paper gives a better understanding of the ST error
sources/uncertainties for both the satellite-derived and
reanalyzed products, and therefore indicates possible
future improvements.

2. Data descriptions

The ID product (Brest et al. 1997; Rossow and
Schiffer 1999) ran from July 1983 until recently. It is the
monthly average of D1 3-hourly data on a global equal-
area grid. It is calibrated as follows: 1) Prelaunch cali-
bration of the radiometer to the temperature of a ref-
erence blackbody was conducted. 2) On the spacecraft,
calibration of the infrared channels was carried out ac-
tively, once per scan, by having the radiometer view
space and a standard blackbody with a known tempera-
ture. 3) Further calibration was then incorporated to
eliminate the changes between different reference po-
lar orbiters. As a result, the relative calibrations of the
infrared radiances (IR) used by ISCCP are on average
uncertain by no more than 1–2 K absolute, �0.3%–
1.0% relative, and the absolute calibration uncertainty
is estimated to be about 2% for IR (Brest et al. 1997).

FIG. 1. Map of modified IGBP land types, where 1 � glacier,
2 � wetlands, 3 � open water, 4 � croplands, 5 � other forests,
6 � rain forest, 7 � deciduous needle-leaf forests, 8 � grasslands,
9 � tundra, 10 � cold desert, 11 � hot desert, 12 � ocean with ice
�0% but �10%, and 13 � ocean with sea ice �10%. The num-
bers in the map denote the locations for the USLR stations as
listed in Table 2. In addition, the elevation at 3000 m is shown in
contours.
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ST is retrieved from the clear radiance values of nar-
rowband IR (about 11 microns) by assuming a surface
emissivity of 1. For the narrowband IR, atmospheric
effects are small and depend on ozone and water abun-
dances, the temperature profile, and aerosol optical
thickness. Complete information on ozone, water, and
temperature are obtained from correlative data. Since
little information is available concerning aerosol prop-
erties, their effects are neglected.

The IFD ST (Zhang et al. 2004) was taken from the
clear-sky composite values of the ID dataset with non-
unit emissivity and diurnal cycle adjustments. As dis-
cussed by Rossow and Garder (1993), these values ac-
curately represent the surface temperature under clear-
sky conditions, although they are biased in different
ways regionally and seasonally when used to represent
LST for cloudy conditions (Prigent et al. 2003; Aires et
al. 2004). Surface emissivity values have been derived
for 33 k intervals based on combining field and labora-
tory measurements of the emissivities of various rock,
soil, and vegetation types for land and the Fresnel re-
flection formula for open water (Zhang et al. 2007).
The IFD calculations incorporate a diurnal adjustment
scheme for ST over land areas only, but retain the origi-
nal SST diurnal cycle amplitude from ID.

All the SSTs of the reanalyses (ERA-40, NCEP2, and
NCEP1) are taken from Reynolds’ SST (Reynolds and
Smith 1994) with slight modification. On land, ERA-40
calculates the LST using a four-level self-contained soil
parameterization scheme developed by Viterbo and
Beljaars (1995) and Viterbo et al. (1999), in which a
zero heat flux condition is set at the bottom as a bound-

ary condition. Viterbo and Beljaars’ (1995) scheme has
been tested in a stand-alone mode with the help of
several long observational time series from field experi-
ments in the United States, at Cabauw in the Nether-
lands, and in the Amazonian rain forest in Brazil.

NCEP1 and NCEP2 calculate the LST according to a
forced-restore rate equation (Pan and Mahrt 1987), in
which the soil temperature of the deepest numerical
layer is prescribed (Deardorff 1978; Kanamitsu 1989).
In NCEP2, simple rainfall assimilation over land sur-
faces for improving soil wetness is adopted (Kanamitsu
et al. 2002a). The assimilation system uses an observed
5-day mean “pentad” precipitation, based on a newly
available NCEP–Climate Prediction Center (CPC)
global precipitation analysis that merges satellite and
gauge measurement on a 2.5° � 2.5° latitude–longitude
grid. This retrospective global precipitation analysis is
described further in Gruber et al. (2000). Using the
assimilated pentad precipitation analysis prevents long-
term climate drift of soil wetness in NCEP2.

We use the STs of various products to calculate CS
OLRs. The STs are then evaluated by comparing the
calculated CS OLRs with the Earth Radiation Budget
Experiment (ERBE) observations (Barkstrom 1984;
Green et al. 1990). The ERBE was designed to measure
the earth’s radiation fields. The ERBE radiometric
packages were placed into orbit aboard three satellite
platforms, including the Earth Radiation Budget satel-
lite (ERBS), the NOAA-9 satellite and the NOAA-10
satellite. We use the mean value of the three satellite
observations of CS OLR measured by the scanning ra-
diometers for comparisons. ERBS covered the period

TABLE 1. Criteria and descriptions of the modified IGBP land classification.

Number Land type Description and original IGBP land type

1 Glacier Glacier, snow, and ice.
2 Wetlands Permanent wetlands.
3 Open water Iced-free water bodies.
4 Croplands Croplands, urban and built up, or cropland/natural vegetation mosaics.
5 Other forests Evergreen needle-leaf forests, deciduous broadleaf forests, or mixed forests.
6 Rainforest Evergreen broadleaf forests.
7 Deciduous needle-leaf forests Deciduous needle-leaf forests.
8 Grasslands Closed shrublands, woody savannahs, savannahs, or grasslands with

latitude �52.5°N/52.5°S.
9 Tundra Barren, open shrublands, closed shrublands, woody savannahs, savannahs, or

grasslands with latitude �52.5°N/52.5°S.
10 Cold desert Open shrublands, or barren with latitude �52.5°N/52.5°S and annual surface air

temperature �288 K.
11 Hot desert Open shrublands, or barren with latitude �52.5°N/52.5°S and annual surface air

temperature �288 K.
12 Ocean with ice �0% but �10% Water bodies with ice fraction �0% but �10%.
13 Ocean with ice �10% Water bodies with ice fraction �10%.
14 Tibet Tibet with elevation �3000 m asl.
15 Andes Andes Mountains with elevation �3000 m asl.
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from November 1984 to February 1990, NOAA-9 cov-
ered the period from February 1985 to January 1987,
and NOAA-10 covered the period from November
1986 to May 1989. Note that during the overlapping
period of the three satellites (November 1986–January
1987), the CS OLR measured by different satellite can
be different. On a monthly average, the uncertainties of
the ERBE CS OLR are about 5 W m�2 (Barkstrom et
al. 1989) with a higher uncertainty in the Antarctic.

In addition, the calculated USLRs are compared with
observations at Baseline Surface Radiation Network
(BSRN) stations (Ohmura et al. 1998) available from
1992 onward, Global Energy and Water Cycle Experi-
ment (GEWEX) Asian Monsoon Experiment
(GAME)-Tibet stations (Yang et al. 2006) in 1998, and
Heihe river basin Field Experiment (HEIFE)-Gobi sta-
tions (Wang and Mitsuta 1991; Tamagawa 1996) in 1991
and 1992 (Table 2 and Fig. 1). The BSRN global net-
work measures surface radiative fluxes at the highest
possible accuracy with well-calibrated state-of-the-art
instrumentation at selected sites in major climate zones.
The accuracy of USLR of BSRN is 5% or 10 W m�2.

3. Calculation of CS OLR

For evaluating the ST datasets, the IR radiation
scheme of Chou et al. (2001) is used to calculate the
OLR. The scheme includes the absorption due to major
gaseous absorption (water vapor, CO2, O3) and most of
the minor trace gases (N2O, CH4, CFCs), as well as
clouds and aerosols. The thermal infrared spectrum is
divided into nine bands. To achieve a high degree of
accuracy and speed, various approaches of computing
the transmission function are applied to different spec-
tral bands and gases. The gaseous transmission function
is computed by using the table lookup method. The
scheme can accurately compute fluxes to within 1% of
the high-spectral-resolution line-by-line calculations.
The cooling rate can be accurately computed in the
region extending from the surface to the 0.01-hPa level.
This longwave radiation scheme has been implemented
in the Goddard general circulation models (Sud and
Mocko 1999; Bacmeister and Suarez 2002), a cloud en-
semble model (Tao et al. 2002), and a version of the
NCEP model (NCEP2000; Kanamitsu et al. 2002b).

Above the atmospheric boundary layer (ABL), the
monthly T/q profile data of the ERA-40 are used. Near
the surface, the 2-m T/q data of CRU are used. To have
a consistent vertical profile, the T/q profiles within the
ABL are linearly interpolated between the T/q of the
ERA-40 at the top of the ABL and the 2-m T/q of
CRU. The global surface emissivity is taken from
Zhang et al. (2004). Monthly mean thermal infrared

T
A

B
L

E
2.

C
ha

ra
ct

er
is

ti
cs

of
U

SL
R

st
at

io
ns

us
ed

in
th

is
st

ud
y.

ID
Si

te
L

at
L

on
L

oc
at

io
n

E
le

va
ti

on
(m

)
IG

B
P

la
nd

ty
pe

of
th

e
gr

id
Si

m
pl

e
bi

os
ph

er
e

m
od

el
la

nd
ty

pe
of

th
e

gr
id

D
at

a
pe

ri
od

So
ur

ce

1
N

ya
78

.9
3°

N
11

.9
5°

E
N

y
A

le
su

nd
,S

pi
ts

be
rg

en
11

W
at

er
bo

dy
W

at
er

bo
dy

19
92

–2
00

1
B

SR
N

2
B

ar
71

.3
2°

N
15

6.
40

°W
B

ar
ro

w
,A

la
sk

a
8

W
at

er
bo

dy
W

at
er

bo
dy

19
93

–2
00

1
B

SR
N

3
P

ay
46

.8
2°

N
6.

93
°E

P
ay

er
ne

,S
w

it
ze

rl
an

d
49

1
C

ro
pl

an
ds

A
gr

ic
ul

tu
re

19
92

–2
00

1
B

SR
N

4
T

at
36

.0
5°

N
14

0.
13

°E
T

at
en

o,
Ja

pa
n

25
W

at
er

bo
dy

W
at

er
bo

dy
19

96
–2

00
1

B
SR

N
5

Sy
o

69
.0

0°
S

39
.5

8°
E

Sy
ow

a,
A

nt
ar

ct
ic

18
Sn

ow
an

d
ic

e
G

la
ci

er
19

98
–2

00
1

B
SR

N
6

G
vn

70
.6

5°
S

8.
25

°W
G

eo
rg

vo
n

N
eu

m
ay

er
,A

nt
ar

ct
ic

42
W

at
er

bo
dy

W
at

er
bo

dy
19

92
–2

00
1

B
SR

N
7

Sp
o

89
.8

2°
S

0°
So

ut
h

P
ol

e,
A

nt
ar

ct
ic

28
00

Sn
ow

an
d

ic
e

G
la

ci
er

19
94

–2
00

1
B

SR
N

8
Sq

h
32

.5
°N

80
°E

Sh
iq

ua
nh

e,
T

ib
et

42
82

O
pe

n
sh

ru
bl

an
ds

B
ro

ad
le

af
sh

ru
bs

w
it

h
ba

re
so

il
M

ay
–S

ep
19

98
G

A
M

E
-T

ib
et

9
G

er
ze

32
.3

°N
84

.5
°E

G
er

ze
,T

ib
et

44
20

O
pe

n
sh

ru
bl

an
ds

B
ro

ad
le

af
sh

ru
bs

w
it

h
ba

re
so

il
M

ay
–S

ep
19

98
G

A
M

E
-T

ib
et

10
A

m
do

32
.2

41
°N

91
.6

35
°E

A
m

do
,T

ib
et

47
00

G
ra

ss
la

nd
s

A
gr

ic
ul

tu
re

or
C

3
gr

as
sl

an
d

Ju
n–

A
ug

19
98

G
A

M
E

-T
ib

et
11

M
S3

47
8

31
.8

5°
N

91
.6

5°
E

M
S3

47
8,

T
ib

et
47

00
G

ra
ss

la
nd

s
A

gr
ic

ul
tu

re
or

C
3

gr
as

sl
an

d
M

ay
–S

ep
19

98
G

A
M

E
-T

ib
et

12
N

aq
u

31
.3

6°
N

91
.5

4°
E

N
aq

u,
T

ib
et

44
96

G
ra

ss
la

nd
s

A
gr

ic
ul

tu
re

or
C

3
gr

as
sl

an
d

Ju
n–

A
ug

19
98

G
A

M
E

-T
ib

et
13

D
es

er
t

39
.3

8°
N

10
0.

17
°E

St
at

io
n

65
,G

an
su

,C
hi

na
13

91
B

ar
re

n
or

sp
ar

se
ly

ve
ge

ta
te

d
B

ar
e

so
il

19
91

–1
99

2
H

E
IF

E
14

G
ob

i
39

°N
10

0°
E

St
at

io
n

95
,G

an
su

,C
hi

na
16

80
B

ar
re

n
or

sp
ar

se
ly

ve
ge

ta
te

d
B

ar
e

so
il

19
91

H
E

IF
E

15 JANUARY 2008 T S U A N G E T A L . 311



radiative fluxes are calculated using the five ST data-
sets for the period September 1983–December 2000
globally with a 2.5 � 2.5 latitude–longitude spatial reso-
lution. All the runs are calculated using the same spatial
and temporal resolutions. All the derived radiative
fluxes are in monthly intervals from September 1983 to
December 2000 globally at 2.5° resolution. Vertical
resolutions of the calculated fluxes are the same as
ERA-40. They have 24 levels: at 1000, 925, 850, 775,
700, 600, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20,
10, 7, 5, 3, 2, and 1 hPa, and at surface.

The anomaly of CS OLR is due to 1) the anomaly of
ST and 2) the anomalies of the T/q profiles of the at-
mosphere. To separate the effects of the simulated CS
OLR anomaly caused by the anomaly of ST from those
of T/q profiles of the atmosphere, an additional run is
conducted. The run is simulated using ST with invariant
seasonal cycle as an input, which is determined to be
the monthly composite of the ST of ID from 1985 to
2000 (denoted as I0).

Nonetheless, the modeling system used in this study
may contain errors. The errors can be caused by the
discrepancy in surface emissivity, in T/q profiles, in
SAT, in the radiative code, or in the time resolution of
inputs. Note that we are not able to generate a product
with time scales shorter than a month since one of the
input datasets, CRU dataset, is in monthly intervals. In
addition, CS values between ERBE and modeling are
different. The CS values of the modeling refer to values
that are computed whether or not clear sky is actually
detected. The CS values of ERBE are derived from
measurements that occurred when clear sky was de-
tected.

Table 3 compares the CS OLR calculated in this
study using the ST of ERA-40 as an input (denoted as

ERA-40) with the original CS OLR of ERA-40 (de-
noted as org. ERA-40; Simmons and Gibson 2000). It
can be seen that the global mean CS OLR calculated
using the modeling system of this study is 259 W m�2,
while that of the original ERA-40 dataset is 255 W m�2.
That is, the modeling system of this study produces
higher CS OLR than the original ERA-40 dataset by 4
W m�2. Nonetheless, their correlation coefficients of
the monthly means and monthly anomalies are as high
as 0.99 and 0.90 (Table 4), respectively. This implies
that the modeling system used here may bias high, but
it should be able to reproduce the seasonal and inter-
annual variabilities of CS OLR.

Furthermore, calibration of the modeling system is
conducted over open-water oceans. The Reynolds’ SST
over open-water oceans is based on both satellite esti-
mates of SST and on direct observations of SST. It
should therefore be more reliable than the STs ob-
served elsewhere although a more accurate, diurnally
resolved SST dataset is a current focus of research
(Webster et al. 1996; Curry et al. 2004; Tu and Tsuang
2005). Figure 2 shows the bias of the simulated CS OLR
from the ERBE observations for open-water ocean
grids during 1986–89. The CS OLR is simulated using
the ERA-40 SST as input. Note again that the SST of
ERA-40 is taken from Reynolds’ SST. It shows that the
bias of the simulated CS OLR is 3.74 W m�2 with a
standard deviation of 3.46 W m�2 over the open-water
oceans.

4. Mean states

The spatial distributions of the mean STs of ID, IFD,
ERA-40, NCEP2, and NCEP1 and the mean of the
SAT of CRU are close to each other. Figure 3 shows
the differences of the STs of ERA-40 and NCEP2, and

TABLE 3. Comparisons of the global monthly means and anomalies of the calculated CS OLRs with the ERBE observation from
1985–89, where Std, MAE, and Corr denote the standard deviation, the mean-absolute error, and the correlation coefficient of the
monthly means, respectively. AStd, AMAE, and ACorr denote the standard deviation, the mean-absolute error, and the correlation
coefficient of the monthly anomalies, respectively. The names “ID,” “IFD,” “ERA-40,” “NCEP2,” and “NCEP1” denote the ST of the
dataset used as an input for the modeling system for determining CS OLR by this study. The name “org. ERA-40” denotes that the
comparison is with the subset of the original CS OLR of the ERA-40 (Simmons and Gibson 2000). The name “I0” denotes that the run
is simulated using the ST of invariant seasonal cycle of ID as input, which is determined to be the monthly composite of the ST of ID
from 1985 to 2000.

Name
Number of
grid month

Mean
(W m�2)

Std
(W m�2)

AStd
(W m�2)

Bias
(W m�2)

MAE
(W m�2) Corr

AMAE
(W m�2) ACorr

ERBE 518273 256 41.74 3.88
ID 518273 259 42.34 3.88 2.82 9.01 0.98 3.42 0.48
IFD 518273 259 41.40 3.98 3.47 9.46 0.97 3.43 0.47
ERA-40 518273 259 40.66 3.30 3.60 9.44 0.97 3.47 0.45
NCEP2 518273 259 40.43 3.56 3.00 8.49 0.98 3.46 0.45
NCEP1 518273 259 41.30 3.49 2.81 9.11 0.98 3.48 0.44
org. ERA-40 518273 255 39.96 3.40 �0.58 8.71 0.98 3.44 0.46
I0 518273 258 41.85 2.76 2.31 8.76 0.98 3.55 0.40
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the SAT of CRU compared with the ST of ID from
1985 to 2000.

Table 5 shows the differences for the areal mean of
each of the modified IGBP land types (Fig. 1) for the
period 1985–89, where the grids with the standard error
of ERBE CS OLR �5 W m�2 are discarded. Both Fig.
3 and Table 5 show that ID has the highest temperature
among those datasets over desert regions and Tibet, the
lowest temperature over tropical rain forest, and the
lowest SST on middle-high-latitude oceans (40°–70°S
and 48°–56°N). The largest differences between the ID
ST and the reanalysis products (ERA-40, NCEP2, and
NCEP1) are found over cold deserts, hot deserts, Tibet,
and the Andes Mountains. Their differences are

about �7 K. In contrast, the magnitudes of differences
are �3 K for the other land types. Table 6 shows that
the 5 products are all close to each other with monthly
correlation �0.97. The two satellite products are closer
to each other than to the reanalyses. The three reanaly-
ses are closer to each other than to the satellite prod-
ucts. In addition, higher correlations of monthly STs are
found in the extratropics (�0.8) than in the tropics
among all the ST products for both land and ocean (not
shown).

Table 3 compares the calculated CS OLRs using the
STs of ID, IFD, ERA-40, NCEP2, NCEP1, and I0 as
inputs, with the ERBE observation. It shows that, using
the NCEP2 ST as an input, the calculated monthly

FIG. 2. Bias of the simulated CS OLR using ERA-40 SST comparing with the ERBE
observations for open ocean during 1986–89.

TABLE 4. Correlation of simulated CS OLR from 1985 to 1989 globally.

a. Monthly mean correlation

ERBE ID IFD ERA-40 NCEP2 NCEP1 org. ERA-40 I0

ERBE 1.00 0.98 0.97 0.97 0.98 0.98 0.98 0.98
ID 1.00 1.00 0.99 0.99 0.99 0.99 1.00
IFD 1.00 0.99 0.99 0.99 0.99 1.00
ERA-40 1.00 0.99 0.99 0.99 0.99
NCEP2 1.00 1.00 1.00 0.99
NCEP1 1.00 1.00 0.99
org. ERA-40 1.00 0.99
I0 1.00

b. Monthly anomaly correlation

ERBE ID IFD ERA-40 NCEP2 NCEP1 org. ERA-40 I0

ERBE 1.00 0.48 0.47 0.45 0.45 0.44 0.46 0.40
ID 1.00 0.97 0.86 0.85 0.85 0.83 0.82
IFD 1.00 0.84 0.84 0.84 0.81 0.81
ERA-40 1.00 0.92 0.93 0.90 0.87
NCEP2 1.00 0.97 0.91 0.82
NCEP1 1.00 0.92 0.83
org. ERA-40 1.00 0.78
I0 1.00
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value of CS OLR has the lowest mean-absolute error
(MAE) and the highest correlation coefficient (Corr)
among the calculated CS OLRs. Table 4 shows that all
the simulated CS OLRs of ID, IFD, ERA-40, NCEP2,
NCEP1, and I0 are close to each other with monthly
mean correlation �0.99. The two satellite products are
closer to each other than to the reanalyses. The three
reanalyses are closer to each other than to the satellite
products. However, the I0 run shows that atmospheric

properties alone can obtain a monthly mean correlation
of 0.98 for CS OLR simulation when compared with the
ERBE satellite observation.

Figure 4 shows the spatial distribution of the biases of
the calculated CS OLRs of ID, ERA-40, and NCEP2
compared with the ERBE observation, where the re-
gions with bias larger than three standard deviation are
shaded (i.e., �13 W m�2 or ��5 W m�2). Note that
from the previous assessment from the open ocean, we
find that the modeling system systematically biases high
by 4 W m�2 with the standard deviation at 3 W m�2.
Table 7 lists the biases for the areal mean of each of the
modified IGBP land types. Note that the spatial pattern
of IFD is close to ID, and that of NCEP1 is close to
NCEP2. The largest bias compared with ERBE is
found for the satellite products (ID, IFD) and ERA-40
over hot deserts. It can be seen that using the STs of ID,
IFD, and ERA-40 as inputs, CS OLR is overestimated
by �13 W m�2, which is much larger than the uncer-
tainty of the ERBE observation at 5 W m�2 and the
uncertainty of the CS OLR simulation by this study
(4 � 3 W m�2). In contrast, the reanalyses (ERA-40,
NCEP2, NCEP1) bias is low in the Tibetan Plateau and
the Andes Mountains. Using the STs of all the reanaly-
ses (ERA-40, NCEP2, and NCEP1) underestimates CS
OLR over Tibet and the Andes Mountains by �10 W
m�2. The same underestimation over Tibet in NCEP1
has been documented in Yang et al. (1999). It is likely
due to a low bias in the STs of the reanalyses. If the
modeling system used in this study systematically biases
high by only 4 W m�2 in CS OLR calculation, it can be
inferred that the STs of the reanalyses are too cold in
Tibet and the Andes Mountains, and that the STs of all
the satellite products and ERA-40 are too hot in hot
deserts, including Saharan and Australian Deserts.
Nonetheless, the above statements are not conclusive
since there are potential errors in the modeling system.
In the following, further data are used to clarify the
above statements.

a. Middle-high-latitude ocean

Figure 5 shows that in the middle-high-latitude (48°–
56°N) Northern Hemisphere ocean, the simulated CS
OLRs of ERA-40 and NCEP2 bias high over the sea ice
grids. This infers that in iced periods the SSTs of ERA-
40 and NCEP2 over this ocean area are too high. Cava-
lieri et al. (1996) found, by using satellite observation,
that over this region the ocean was occasionally iced.
The zonal mean of the ice fraction ranged from 1% to
5%. However, the reanalyses products (ERA-40,
NCEP2) indicate the SST being above 3°C even during
the iced period, which contradicts the nonzero ice frac-
tion. On the other hand, the satellite-derived products

FIG. 3. Differences (K) of the skin temperatures of (top) ERA-
40 and (middle) NCEP2, and (bottom) the SAT of CRU com-
pared with the skin temperature of ID during 1985–2000.
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(ID, IFD) show that the ST during the iced period was
about 0°C, which is reasonable. The same higher-than-
0°C error in the reanalyses has been found in the north-
ern part of the Caspian Sea at 46°N during its ice period
(Tsuang et al. 2001). As a consequence, the simulated
CS OLRs of ID and IFD are closer to ERBE than those
of ERA-40 and NCEP2. Note again that both SSTs of
ERA-40 and NCEP2 are taken from Reynolds’ SST
(Reynolds and Smith 1994). Reynolds’ SST is derived
by combining ship observations and satellite observa-
tions. The error in the reanalyses is likely due to ships
avoiding cruising the iced fraction of an ocean grid,
therefore the temperature at 0°C was not measured.

Errors likely occur also in the middle-high-latitude
(40°–70°S) Southern Hemisphere ocean, where the
simulated CS OLRs of ERA-40 and NCEP2 bias high
as well.

b. Glacier

Over glacier regions, the seasonal range of the ST of
ERA-40 appears to be too weak compared with those
of the STs of ID, IFD, and NCEP2 (Fig. 6). As a con-
sequence, the simulated range of CS OLR of ERA-40 is
smaller than that observed from ERBE. Therefore, the
seasonal range of the ST of ERA-40 is likely to be

TABLE 6. Correlation of skin temperature from 1985 to 2000, where the correlations with CRU_SAT are only for land grids
(Antarctica excluded) and the correlations among the others are global.

a. Monthly mean correlation

ID IFD ERA-40 NCEP2 NCEP1 CRU_SAT

ID 1.00 0.99 0.97 0.97 0.98 0.98
IFD 1.00 0.97 0.97 0.97 0.97
ERA-40 1.00 0.98 0.98 0.98
NCEP2 1.00 1.00 0.98
NCEP1 1.00 0.98
CRU_SAT 1.00

b. Monthly anomaly correlation

ID IFD ERA-40 NCEP2 NCEP1 CRU_SAT

ID 1.00 0.93 0.54 0.59 0.56 0.62
IFD 1.00 0.50 0.55 0.53 0.58
ERA-40 1.00 0.69 0.67 0.72
NCEP2 1.00 0.91 0.78
NCEP1 1.00 0.76
CRU_SAT 1.00

TABLE 5. Differences (K) of the skin temperatures of IFD, ERA-40, NCEP2, and NCEP1 and the surface air temperature of CRU
(CRU_SAT) compared with the skin temperature of ID for the areal mean of each of the modified IGBP land types for the period
1985–89, where the grids with the standard error of ERBE CS OLR � 5 W m�2 are discarded.

Land type
Grid

number

Mean (K) Bias (K)

ID IFD ERA-40 NCEP2 NCEP1 CRU_SAT

Glacier 109 253 2 0 1 0 2
Wetlands 18 267 2 0 �1 �1 �1
Open water 4467 294 0 0 0 0 —
Croplands 398 289 0 �1 �1 �2 �1
Other forests 371 277 0 0 �1 �1 �1
Rainforest 203 294 0 3 2 2 3
Deciduous needle-leaf forests 44 267 1 1 0 �1 �2
Grasslands 344 295 0 �2 �3 �3 �2
Tundra 294 265 2 0 �1 �2 �2
Cold desert 98 285 0 �3 �5 �6 �4
Hot desert 345 301 �1 �3 �7 �6 �5
Ocean with ice �0% but �10% 348 278 1 2 1 1 —
Ocean with ice �10% 1209 262 1 1 �1 �2 —
Tibet 9 277 �1 �4 �7 �9 �4
Andes Mountains 2 290 1 �7 �6 �7 �7

15 JANUARY 2008 T S U A N G E T A L . 315



underestimated. The same argument applies to the
simulated USLR at the South Pole station as shown in
Fig. 7. The figure shows that when using the ERA-40
ST as an input, the amplitude of the simulated seasonal
variation of the USLR is too weak. In addition, accord-
ing to the CS OLR simulation (Fig. 6) and the USLR at
the South Pole station (Fig. 7), it can be seen that the

STs of all the reanalyses are overestimated during the
winter season of the corresponding hemisphere.

c. Coastal stations

For the coastal BSRN stations (Ny Alesund, Barrow,
Tateno, Syowa, and Georg von Neumayer), Fig. 7
shows that the seasonal ranges of the simulated USLRs
are generally smaller than the observations. This is ex-
pected since the spatial resolutions of the simulations of
this study are as large as 2.5°, and the grid of a coastal
station usually contains ocean fraction. Note that the
seasonal range of SST is usually smaller than that of
LST at the same grid. Therefore, the simulated seasonal
ranges of USLRs are usually smaller than the coastal
BSRN observations on land.

d. Tibet and Gobi Desert

Table 7 and Fig. 4 show that in Tibet the simulated
CS OLRs of the reanalyses (ERA-40, NCEP2, NCEP1)
bias low especially in summer season. This infers that
the LSTs of the reanalyses over the Tibet area are too
cold in summer. In addition, Fig. 8 shows that, from
May to September 1998, at 5 GAME-Tibet stations
(SQH, Gerze, Naqu, Amdo, MS3478) the simulated
USLRs using the STs of ID, IFD, ERA-40, NCEP2,
and NCEP1 as inputs are much lower than observa-
tions. This further confirms that the LSTs of the re-
analyses over the Tibet area are too cold in summer.
Besides, Yang et al. (2006) shows that the ST of IFD
biases low in summer as well. Note that the ST of IFD
is higher than those of the reanalyses.

Figure 4 shows that, in the Gobi Desert, the simu-
lated CS OLRs of ID and ERA-40 bias high. This infers
that the LSTs of ERA-40 and ID over the Gobi area
are too hot. In addition, Fig. 8 shows that at 2 HEIFE
Gobi stations (Desert, Gobi), the simulated USLRs us-
ing the ST of ERA-40 as an input is much higher than
observations. This further confirms that the LST of
ERA-40 over the Gobi Desert is too hot.

5. Interannual variability

The standard deviations (SD) (or the amplitudes) of
the ST monthly anomalies and the SAT monthly
anomalies from 1985 to 2000 are shown in Fig. 9. The
datasets shown in the figure include the ST anomalies
of ID, IFD, ERA-40, NCEP2, and NCEP1, and the
SAT anomalies of CRU. Note that the SD of IFD is
similar to ID, and the SD of NCEP1 is similar to
NCEP2. Monthly anomaly is the value departing from
its long-term mean of the month in multiple years,
1985–2000 in this case. The “standard deviation of
anomalies” is defined as the root-mean-squared value
of the deviation from the mean of anomalies. Note that

FIG. 4. Bias (W m�2) of the simulated CS OLRs compared with
ERBE during 1985–89, where regions with bias �3 std dev are
shaded (i.e., �13 or ��5 W m�2). Note that the CS OLR mod-
eling system of this study systematically biases high by 4 W m�2

with the std dev 3 W m�2: (top) ID � ERBE, (middle) ERA40 �
ERBE, and (bottom) NCEP2 � ERBE.
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the mean of anomalies is 0. All the datasets show that
the largest SD with magnitude �2 K occurs in the high-
latitude regions. Over tropical and subtropical oceans,
the SDs of ID and IFD are higher than the other
datasets. In these areas, the SDs of ID and IFD are
about 1–2 K, but those of the other datasets are �0.5 K.
Since the accuracies of ID and IFD are about 1–2 K
(Brest et al. 1997), it is suspected that the anomalies of
ST shown in ID and IFD on tropical and subtropical
oceans are partly produced because of the inaccuracy of

ID and IFD. However, locations with the SD �2 K
retrieved in ID and IFD may contain true signals. On
glaciers (Greenland and Antarctica), the SDs (or the
amplitudes) of the ST monthly anomalies shown in
ERA-40 are much weaker than those shown in ID and
NCEP2. On glaciers, the SDs in ID and NCEP2 are
about 2.5 K, but that in ERA-40 is about 1.5 K.

Over ocean, the time series of the zonal means of the
anomalies of the SSTs of ID and ERA-40 from 1985 to
2000 are shown in Fig. 10. Note that the zonal mean of

FIG. 5. Zonal mean of (left) sea ice fraction of ocean grids, and the corresponding (middle) SST and (right) CS OLR of the iced
grids during 1986–89.

TABLE 7. Same as Table 5, but for the biases of the simulated CS OLRs (W m�2) of ID, IFD, ERA-40, NCEP2, and NCEP1 runs,
and the original ERA-40 dataset (Simmons and Gibson 2000) compared with ERBE.

Land type
Grid

number ID IFD ERA-40 NCEP2 NCEP1
org.

ERA-40

Glacier 59 6.8 9.9 8.3 8.7 7.1 3.8
Wetlands 16 7.5 10.9 8.1 6.5 6.4 2.8
Open water 4461 3.0 3.3 3.7 3.6 3.7 �0.6
Croplands 381 3.5 3.6 2.2 1.2 0.8 �3.2
Other forests 333 5.8 6.8 5.7 4.5 3.7 0.7
Rainforest 198 0.3 0.4 1.9 1.5 1.1 �1.6
Deciduous needle-leaf forests 39 4.4 6.4 5.5 3.6 2.6 �0.2
Grasslands 336 5.3 5.8 2.6 0.8 0.6 �2.6
Tundra 210 8.5 12.2 9.2 6.9 6.3 3.7
Cold desert 92 8.0 8.1 2.8 �1.3 �2.3 �3.8
Hot desert 345 17.4 15.9 11.4 5.8 7.5 3.8
Ocean with ice �0% but �10% 310 3.1 4.0 5.9 5.3 5.4 1.2
Ocean with ice �10% 637 6.3 7.5 8.0 4.6 4.1 3.5
Tibet 8 2.4 0.4 �10.2 �13.9 �17.8 �16.1
Andes Mountains 2 �0.1 2.8 �13.6 �11.3 �13.1 �13.0
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IFD is close to ID, and the zonal means of NCEP2 and
NCEP1 are close to ERA-40. The El Niño events in
1987, 1993, 1994, and 1997 can be clearly detected in the
ERA-40 dataset. In addition, the figure shows that the
SST anomalies of ID are much stronger than those of
ERA-40, especially for latitude �50° and for dates after
May 1998.

Over land, the time series of the zonal means of the
anomalies of the LSTs of ID, ERA-40 and NCEP2 and
the SAT of CRU from 1985 to 2000 are shown in Fig.
11. Note that the zonal mean of IFD is close to ID. It
can be seen that the anomalies of CRU, ERA-40, and
NCEP2 are similar to each other. Simmons et al. (2004)
also found that ERA-40 and CRU have similar trends
and low-frequency variability of SAT from 1979 on-
ward, especially for the Northern Hemisphere. From
the figure, it can be seen that the pattern between
NCEP2 and CRU is even more similar. The anomaly
correlations of the STs of ID, ERA-40, NCEP2, and
NCEP1 with the SAT of CRU are 0.62, 0.72, 0.78, and
0.76, respectively (Table 6b). That is, the anomaly of
CRU SAT is closest to NCEP2. But CRU, ERA-40,
NCEP2, and NCEP1 are slightly different from the
anomaly of ID LST. The ID satellite observation has

much stronger anomalies than the other 3 datasets, es-
pecially in the subtropics and the tropics. According to
ERA-40, NCEP2, NCEP1, and CRU datasets, in the
tropics, there was a hot event, that is, of amplitude �0.5
K, occurring in 1998; and in the high-latitude regions
hot events occur almost every other year.

Table 6b shows that the monthly anomalies of the
STs of all the products (ID, IFD, ERA-40, NCEP2,
NCEP1) are close to each other, with correlations
�0.50 (so-called anomaly correlation). The two satellite
products are closer to each other than to the reanalyses.
The three reanalyses are closer to each other than to
the satellite products. Between the satellite-retrieved
STs and the reanalyzed STs, the anomaly correlations
over land and eastern tropical oceans are mostly posi-
tive. Nonetheless, at the equator in the western Pacific
Ocean (the warm pool) and the western Atlantic
Ocean, their anomaly correlations are very low and be-
come negative at a few grids, where the inaccuracy of
ID and IFD may cause the low anomaly correlations.

Figure 12 shows the SDs of the monthly anomalies of
CS OLRs as simulated using the STs of ID, IFD, ERA-
40, NCEP2, NCEP1, and I0, and that observed from
ERBE. It can be seen that the SD of I0 is low at middle-
high-latitude regions (latitude �40°N/40°S). Nonethe-
less, a strong SD over the high-latitude Northern Hemi-
sphere is observed by ERBE. This implies that the CS
OLR anomaly over the high-latitude region is mainly
due to the anomaly of ST. This point is confirmed ac-
cording to the CS anomaly as simulated using the STs
of ID, IFD, ERA-40, NCEP2, and NCEP1 as inputs. In
contrast, ERBE shows very little variation in clear-sky
OLR over the tropical and subtropical oceans, much
less than the others. Furthermore, the figure shows that
the SD of ERA-40 over Greenland and Antarctica is
much weaker than ERBE. It implies that the ST
anomaly of ERA-40 is too weak over Greenland and
the Antarctic. In addition, the figure shows a high vari-
ability adjacent to the ice edge in the Antarctic
(ERBE). Moreover, all the datasets show that the larg-
est MAE of anomalies (�4 W m�2) occurs over high-
latitude coastal areas, such as the Antarctic (60°–70°S;
not shown). This high variability is probably due to
different positions of the ice margin in different years.
The same partly applies to the ice edge in the Northern
Hemisphere and for seasonally snow-covered regions.
In contrast, a low SD in ID0 is found in these regions.
Nonetheless, it is found that the anomaly correlations
(0.44–0.48) between ERBE and the derived CS OLR
are very small compared to the anomaly correlations
(0.84–0.97) among the derived CS OLRs (Table 4b). It
is of interest that all the derived CS OLRs are much

FIG. 6. (top) LST and (bottom) CS OLR for the Northern
Hemisphere glaciers during 1985–89. Numbers in the parentheses
denote bias (K), correlation coefficient, and MAE (K) compared
with the ERBE observations.
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FIG. 7. Time series of USLR at BSRN stations, as simulated using the skin temperatures of ID, IFD, ERA-40, and NCEP2, where
the numbers in the parentheses denote the biases (W m�2), correlation coefficients, and MAEs (W m�2) compared with the BSRN
observation, respectively.
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more “similar” in this respect. They therefore all lack a
similar deficiency, probably erroneous/poor T/q pro-
files over the tropical and subtropical regions, or over-
simplified algorithms.

Table 3 shows that using the ID ST as an input, the
calculated monthly anomaly of CS OLR has the lowest
mean-absolute error (AMAE) at 3.42 W m�2 and the
highest anomaly correlation (ACorr) at 0.48 among the
calculated CS OLRs. Table 4b shows that all the calcu-
lated monthly anomalies of the CS OLRs of ID, IFD,
ERA-40, NCEP2, NCEP1, and I0 are close to each
other with anomaly correlation �0.81. The two satellite
products are closer to each other than to the reanalyses.
The three reanalyses are closer to each other than to
the satellite products. However, the I0 run shows that
atmospheric properties alone can obtain an anomaly
correlation of 0.4 for CS OLR simulation when com-
pared with the ERBE satellite observation. In contrast,
the anomaly correlations of ID, IFD, ERA-40, NCEP2,
and NCEP1 range from 0.44 to 0.48 compared with
ERBE. That is, the anomaly correlations of ID, IFD,
ERA-40, NCEP2, and NCEP1 are higher than I0. Since
I0 does not contain the interannual variability of ST,
the higher anomaly correlations of ID, IFD, ERA-40,
NCEP2, and NCEP1 are due to their interannual vari-
abilities of ST. In addition, it can be seen that the
anomaly correlation of NCEP2 is slighter higher than
NCEP1. It probably benefits from adopting the rain-
fall assimilation system over land in NCEP2 although

the anomaly correlation of the simulated CS OLR
of NCEP2 is only 1% better than that of NCEP1 (Ta-
ble 4b).

Figure 13 shows the explained variance of the
anomaly of CS OLR due to the anomalies of the STs of
ID, IFD, ERA-40, NCEP2, and NCEP1. They are de-
termined by subtracting the squared anomaly correla-
tion of I0 run from those of ID, IFD, ERA-40, NCEP2,
and NCEP1 runs for the period 1985–89. From the fig-
ure, it can be seen that over high-latitude Northern
Hemisphere (latitude �50°N) using the ST of ID as an
input generally improves the simulation of the variance.
In contrast, no significant improvement is found when
using the STs of NCEP2 and ERA-40 over the high-
latitude Northern Hemisphere region. Over high-
latitude Southern Hemisphere (latitude �50°S) all the
ST datasets (ID, IFD, NCEP2, and ERA-40) are un-
able to explain the variance as observed in ERBE. It is
suspected that there is an error in the ERBE observa-
tion. Over low- and middle-latitude oceans (10°–40°),
the variance is slightly better explained by the STs of
ERA-40 and NCEP2 rather than that of ID. Over tropi-
cal land, the variance is slightly better explained by the
ST of ID rather than those of ERA-40 and NCEP2.
Over eastern tropical Pacific Ocean in 120°–150°W,
where the El Niño occurs, the variance of CS OLR can
be explained by all the ST datasets (not shown).

Table 8 shows the explained variances for each of the
modified IGBP land types. It is found that for all of the

FIG. 8. Time series of USLR in Tibet and the Gobi Desert, as simulated using the skin temperatures of ID, IFD, ERA-40, NCEP2,
and NCEP1.
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land types, the interannual variabilities of the STs of the
reanalyses (ERA-40, NCEP2, NCEP1) tend to be cor-
related with independent observations, calculated CS
OLR in this study. Nevertheless, generally, in high-
latitude regions (tundra, wetlands, deciduous needle-
leaf forests, and sea ice), the simulated CS OLRs de-
rived from using the satellite STs have higher anomaly
correlations than those derived using the reanalyses’
STs. But suspected spurious noises with amplitude at 2
K in the satellite-derived STs produce physically un-

likely anomalies to land types of which the amplitude of
the anomaly is weak (such as open-water bodies, grass-
lands, rain forests, croplands, hot deserts, and cold
deserts). It can be concluded that, although ID ST de-
scribes the largest variance of the natural interannual
variability compared with the other ST datasets, its un-
certainty of 1–2 K also introduces fake variance. Note
that the errors in the reanalysis are usually systematic,
while the errors in the observation are usually random.
This means that the errors in the reanalysis induce bias

FIG. 9. Std dev (K) of the monthly skin temperature anomalies of ID, IFD, ERA-40, NCEP2, and NCEP1, and
the near-SAT anomalies of CRU derived from the period 1985–2000. The anomalies are calculated by removing
the climatic annual cycle of the monthly composites from the period 1985–2000.
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but little variance in the results (Roads 2003; Brotzge
2004; Werth and Avissar 2004); but the errors in the
satellite data cause both bias and variance.

a. Subtropical ocean

The anomaly SST of the tropical and subtropical
oceans in ID is much stronger than that in ERA-40
(Figs. 9 and 10). Nonetheless, the simulated CS OLR
anomalies of these regions, especially in the subtropical
oceans (10°–40°S, 20°–30°N), using the monthly STs of
ID and IFD as inputs are worse than those using I0 ST
as an input (Fig. 13). These imply that over the sub-
tropical and tropical oceans, the SSTs of ID and IFD do
not contain trustworthy signals of interannual variabil-
ity. Robertson and Lu (2004) also made the same con-
clusion over these parts of ocean, and indicated that ID
SST did not agree with any currently accepted mea-
sures of SST variability. They believe that the problem
is related to the use of operational TOVS moisture
soundings to correct for water vapor absorption–emis-
sion effects in the 11 micron data for retrieving the
satellite ST. The TOVS problem has also been found by
the ISCCP scientists (Zhang et al. 2006).

b. Glacier and coastal stations

The anomaly correlations of the simulated USLRs at
the Antarctic BSRN stations (Syowa, Georg von Neu-
mayer, and South Pole) using the STs of ID, IFD,
ERA-40, and NCEP2 as inputs are �0.41 (Fig. 14). This
implies that the STs of ID, IFD, ERA-40, and NCEP2
do contain their natural interannual variability in the
Antarctic, which was not shown while comparing with
the ERBE CS OLR (Fig. 13). Similarly, the STs of ID,
IFD, ERA-40, and NCEP2 also contain their natural
interannual variability in the coastal regions. The
anomaly correlations of the simulated USLRs at most
of the coastal BSRN stations (Ny Alesund, Barrow,
Tateno, Syowa, and Georg von Neumayer), except for
Tateno, using the STs of ID, IFD, ERA-40, and NCEP2
as inputs are �0.48 (Fig. 14).

c. Cropland station

Tables 5 and 7 show that over croplands, no signifi-
cant biases of the simulated CS OLRs are found when
using the STs of all the 5 products as inputs. Nonethe-
less, both of the satellite products (ID, IFD) seem un-

FIG. 10. Zonal means (K) of the SST anomalies of (left) ID and (right) ERA-40 from the period 1985–2000.
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FIG. 11. Same as in Fig. 10, but for LST anomalies (K) of (top) (left) ID and (right) ERA-40; and (bottom) (left) NCEP2 and
(right) the near-SAT anomaly of CRU from the period 1985–2000.
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FIG. 12. Standard deviation (W m�2) of the monthly anomalies of CS OLR from the period 1985–89, where ID,
IFD, ERA-40, NCEP2, and NCEP1 are simulated using their corresponding monthly skin temperatures, I0 is
simulated using the monthly composite of the skin temperature of ID, and ERBE is observed from ERBE.
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able to reproduce the ST-induced interannual variabil-
ity of CS OLR (Table 8). In contrast, all the reanalyses
(ERA-40, NCEP2, NCEP1) are able to reproduce the
interannual variability. Nonetheless, Fig. 14 shows that

at the only cropland BSRN station (Payerne), the
anomaly correlations of the simulated USLRs are
�0.62 using the STs of ID and IFD as inputs. This
implies that the STs of ID and IFD do capture the

TABLE 8. Explained variances of the anomalies of CS OLRs 1) due to the anomalies of atmospheric properties (I0 run) and 2) due
to the anomalies of skin temperatures at each land type. The skin temperature explained variances are determined by subtracting the
squared anomaly correlation of I0 run from those of ID, IFD, ERA-40, NCEP2, and NCEP1 runs for the period 1985–89. AStd denotes
the std dev of the monthly anomalies of CS OLR of the land type.

Land type
AStd

(W m�2)
Atmospheric property
(T/q profile) (I0) (%)

Surface property (skin temperature) (%)

ID IFD ERA-40 NCEP2 NCEP1

Glacier 2.18 17 16 12 1 20 23
Wetlands 2.58 8 20 13 2 8 7
Open water 0.45 1 0 �1 1 2 2
Croplands 1.26 53 �6 �3 15 20 17
Other forests 1.56 28 11 16 15 28 22
Rainforest 0.95 54 �7 �5 4 5 7
Deciduous needle-leaf forests 2.87 19 32 34 28 29 29
Grasslands 0.72 33 �10 �9 13 18 17
Tundra 2.07 18 13 7 4 9 4
Cold desert 1.42 26 �12 �11 32 20 31
Hot desert 1.53 57 �14 �6 13 6 13
Ocean with ice �0% but �10% 1.23 17 9 13 10 8 7
Ocean with ice �10% 1.42 25 10 8 8 7 7
Tibet 4.88 0 2 1 1 12 4
Andes Mountains 2.27 61 �25 �19 1 �1 �4

FIG. 13. Over (left) ocean and (right) land. (top) Total explained variance (Total EV) for the anomalies of CS OLRs (W m�2) and
(bottom) skin temperature (K) explained variance (ST EV) for the anomalies of CS OLRs due to the anomalies of the STs of ID, IFD,
ERA-40, NCEP2, and NCEP1 (denoted as ID-I0, IFD-I0, ERA-40-I0, NCEP2-I0, and NCEP1-I0, respectively). The ST EVs are
determined by subtracting the square of the anomaly correlation of I0 run from those of ID, IFD, ERA-40, NCEP2, and NCEP1 runs
for the period 1985–89.
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FIG. 14. Same as in Fig. 7, but for the anomalies of USLRs, where the numbers in the parentheses denote the correlation
coefficients and MAEs (W m�2) of the anomalies compared with the BSRN observation, respectively.
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natural interannual variability at the cropland station
although this statement may not be true at other crop-
land sites.

6. Discussion

That the results (e.g., Table 3) show the ST product
of NCEP2 superior to ERA-40 is not surprising, since
the force-restore rate equation is used in the NCEP
reanalyses. This rate equation adjusts LST by forcing it
to restore to climatic deep-soil temperature. If the
deep-soil temperature is properly assigned, LST can be
well reproduced (Deardorff 1978; Tsuang and Yuan
1994). Nonetheless, the force-restore rate equation may
produce artificial ground heat fluxes as noted for
NCEP1 in Tsuang (2005). As a result, the imbalanced
heat fluxes of the land column energy budget compo-
nents of the NCEP reanalyses are larger than those of
the ERA reanalyses (Fig. 15). Alternatively, without
using the force restore rate equation, better simulations
of the skin temperature can be achieved by using im-
proved parameterizations of the surface albedo, aero-
dynamic resistance, canopy resistance, area heat capac-
ity, and snow and ice morphology of each land types
(Tsuang and Tu 2002). Note that the land scheme of
ERA-40 has been tested at field experiments in the

United States, at Cabauw in the Netherlands, and in the
Amazonian rain forest in Brazil. Over the tested sites,
this study does not find significant errors for ERA-40.
The errors are mostly found at sites where the land
scheme is not well tested such as in Tibet, desert re-
gions, and glacier regions.

7. Conclusions

This study evaluates the global skin temperature
(ST) datasets of the ISCCP D satellite product, the
ISCCP FD satellite product, ERA-40, NCEP2, and
NCEP1. All the 5 ST datasets (ID, IFD, ERA-40,
NCEP2, NCEP1) agree well with mean differences �3
K for most land types, except in desert and mountain
areas. Nonetheless, all the reanalyses overestimate ST
during the partial sea ice–covered period in the 48°–
56°N zone. ERA-40 underestimates the seasonal varia-
tion of ST over glaciers. All the reanalyses (ERA-40,
NCEP2, NCEP1) underestimate CS OLR over Tibet
and the Andes Mountains by �10 W m�2. All the sat-
ellite-derived STs and the ERA-40 ST overestimate CS
OLR over hot deserts by �10 W m�2. If the modeling
system used in this study systematically biases high by
only 4 W m�2 in CS OLR calculation, it can be inferred
that the STs of the reanalyses are too cold on Tibet and
the Andes Mountains, and that the STs of all the sat-
ellite products and ERA-40 are too high for hot deserts.

It is found that all the interannual variabilities of the
CS OLRs calculated by the reanalyzed STs (ERA-40,
NCEP2, and NCEP1) are positively correlated with the
ERBE observation for all the land types. However, the
magnitude of the largest CS OLR anomalies observed
over fractional sea ice–covered oceans and seasonally
snow-covered lands by the ERBE satellites were un-
derestimated using the reanalyzed STs. On the other
hand, those calculated using the satellite-retrieved STs
(ID, IFD) generally agree better in high-latitude re-
gions; however, they have spurious signals in subtropi-
cal regions.

For developing a better reanalysis product, more
thorough tests are suggested over desert regions (e.g.,
Sahara Desert, Middle East deserts, Australia desert),
mountain areas (e.g., Tibet, the Andes Mountains), and
ice sheets (e.g., Greenland, the Antarctic), where more
field data should be collected. In addition, better
schemes should be developed for fractional sea ice–
covered oceans and seasonally snow-covered lands.
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APPENDIX

Relevant Sensitivity Study Results Based on
NASA GISS Radiative Transfer Model and ISCCP

Datasets

Zhang et al. (1995, 2004, 2006, 2007) have conducted
various (�60) sensitivity tests based on the radiative
transfer model of the National Aeronautics and Space
Administration (NASA) Goddard Institute for Space
Studies and ISCCP cloud climatological datasets (of C-
and D-series; Rossow and Schiffer 1991). Their sensi-
tivity studies show how much uncertainty appears in the
calculated fluxes if uncertainty only in a single input
parameter (of atmospheric, surface, or cloud proper-
ties) is introduced. Each test calculation with altered
model or input parameter values covers the whole
globe for one particular day (average of 8 times of day
for 15 July 1986) to provide a realistic range in flux
uncertainty estimate. The magnitudes of the input pa-
rameter changes for the calculation are based on the
realistic uncertainty estimate of the input parameters.
Daily mean fluxes are compared at each grid cell of
280-km equal-area map, either with the original base
values or with another calculation that has a parameter
change of the same magnitude but opposite sign. For
the latter, and based on the previous and current cal-
culations by one of the coauthors (Zhang), we here
report the global mean of the flux changes in response
to the changes of the concerned inputs for this work.
The most important clear-sky OLR flux uncertainties
(in order of flux uncertainty magnitude) for each input
variable change are as follows: 1) A 2-K increase of the
whole atmospheric profile temperature causes an in-

crease of 9.7 W m�2 with the SD of 2.1 W m�2, 2) a
25% increase of column precipitable water vapor
causes a change of �8.5 W m�2 with the SD of 4.2 W
m�2, 3) a 50% increase of 400–100-mb precipitable wa-
ter vapor causes a change of �5.4 W m�2 with the SD
of 2.0 W m�2, 4) a 2-K increase of surface skin tem-
peratures causes an increase of 4.3 W m�2 with the SD
of 1.1 W m�2, 5) a 3-K increase of 400–100-mb tem-
peratures causes an increase of 3.8 W m�2 with the SD
of 0.9 W m�2, 6) a 2-K increase of the near-surface
layer [1000–800 mb from mean sea level, but generally
varies with topography; see Rossow and Schiffer
(1991)] temperature causes an increase of 2.5 W m�2

with the SD of 0.9 W m�2, 7) a 2-K increase of the
surface air temperature causes an increase of 1.4 W m�2

with the SD of 0.5 W m�2, and 8) a 25% increase of the
near-surface layer precipitable water vapor causes a
change of �1.2 W m�2 with the SD of 1.5 W m�2.
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