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ABSTRACT

It has been long understood that the partly cloudy atmosphere manifests a continuum of states between the end members ‘clear’ and ‘cloud.’ Nevertheless, many research methods are premised on a dichotomy of states—for example, those that use ‘cloud cover’ or ‘cloud-clearing.’ Here we consider the consequences of this practice for studies of aerosol-climate effects. Aerosols affect the Earth’s energy budget primarily by affecting albedo; therefore, we explore the nature of albedo variability in the partly cloudy marine boundary layer on scales down to a few tens of metres. We employ two diagnostic tools: a cloud resolving model and an albedo proxy derived from high altitude lidars. We show that a continuum of albedo values results from indeterminate and variable combinations of hydrated aerosol and wispy (including subvisible) clouds. Two consequences arise. First, cloud-clearing schemes employed by different observational methods are mutually inconsistent and are sensitive to concentrations of unactivated aerosol particles. Second, aerosol radiative forcing (the sensitivity of overall albedo to changes in aerosol concentration) is inaccurately calculated as the average of clear and overcast conditions. Together, these results imply that dividing the aerosol forcing problem into ‘direct’ and ‘indirect’ components may lead to substantial errors.

1. Introduction

Climate stability requires a balance of absorbed solar radiation and emitted long-wave radiation by the Earth system. Accumulation of greenhouse gases such as CO2 influence long-wave emission and are central to the question of human-induced global warming. Planetary albedo controls the absorption of solar radiation and, in turn, is largely controlled by condensed atmospheric water in the form of clouds. Clouds typically have a distinct visible boundary where air becomes supersaturated with respect to water vapour (e.g. at cloud base Howell, 1949). This phenomenon is explained by the thermodynamics of cloud droplet activation (Köhler, 1921, 1936) and gives rise to the notion of ‘clear’ and ‘cloudy’ air being distinct entities.

Separating the atmosphere into clear and cloudy regimes has long been a basic premise in studies of the atmospheric contributions to albedo. These include efforts to quantify cloud radiative forcing (Ramanathan et al., 1989), to simulate global climate change (Collins et al., 2004), and to separately quantify direct and indirect aerosol forcings of climate (Junge, 1975; Charlson et al., 1991, 1992). This clear-cloudy dichotomy also is embedded in meteorological observations such as fractional cloud cover and is the starting point for essentially all analyses of ground-based radiometry and sun-photometry (e.g. Smirnov et al., 2000), satellite radiometry (e.g. Trepte et al., 1999; Martins et al., 2002; Zhao et al., 2005), and lidar measurements (e.g. Mattis et al., 2004; Matthias et al., 2004). These examples underscore the long-established practice of treating clouds as discrete objects, rather than as visible manifestations of a continuum of thermodynamic states.

Multiple lines of evidence exist that call into question the degree to which clear and cloudy skies can be separated, especially under conditions of scattered-to-broken sky cover. This issue has been explored extensively in considerations of remote sensing of cloud cover or cloud properties (Wielicki and Welch, 1986; Considine et al., 1997), in the analysis of satellite imagery (Wielicki and Parker, 1992) and in the development of model parametrizations of clouds (Harshvardhan et al., 1994; Barker et al., 1996). Ideally, the probability density function (PDF) of cloud optical depth could be used as an objective index, wherein fully separable clear and cloudy air would have a maximum for ‘clear air’ and another maximum for ‘cloudy air.’
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with a minimum or zero probability in between. This region of low probability has in fact been inferred from transmission measurements in the Antarctic sea-ice zone and it has been dubbed the ‘Köhler gap’ (Fitzpatrick and Warren, 2005) under the assumption that it arises from the highly non-linear phenomenon of cloud droplet activation. However, in almost all cases of fractional sky cover, rather than displaying separate peaks, the PDFs have a single peak at zero optical depth. This implies that fragments of clouds exist down to very small optical depths, indeed, down to optical depths less than that of the aerosol seen in clear air. The result is a continuum of cloud optical depths, which in turn causes a continuum of albedos of scattered-to-broken clouds.

In spite of these findings, attempts to separate clear and cloudy skies have seemingly increased over the past decade since the above revelations appeared. Almost all atmospheric remote sensing programs have established a cloud-clearing protocol for selecting clear skies and/or a cloud masking protocol for quantifying cloud amounts or cloud properties. One major exception is the Clouds and the Earth’s Radiant Energy System (CERES) and Earth Radiation Budget Experiment (ERBE) protocols that use cloud detection algorithms only for the purpose of selecting angular distribution models (ADMs) for converting measured radiances to fluxes. The resulting fluxes are less dependent on the accuracy of derived cloud cover than on the consistency of the scene identification when viewed from different angles. Essentially all other observational approaches use cloud identification algorithms as the first step in separately quantifying the properties of clear versus cloudy skies. A typical example is the estimation of aerosol optical depth in the subset of Aerosol Robotic Network (AERONET) observations that are selected as being ‘clear’ (Kaufman and Koren, 2006). Remote sensing approaches to separating clear and cloudy pixels are generally based on the spatial or temporal variability of transmitted solar radiation (e.g. AERONET), reflected solar radiation (e.g. Moderate Resolution Imaging Spectroradiometer [MODIS]), or reflected laser radiation (e.g. Geoscience Laser Altimeter System (GLAS) or Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO)).

Herein we use two new approaches in order to assess the realism and the potential impacts of the conventional assumption that the atmosphere can be divided into clear and cloudy regimes. We do this by examining albedo or proxy-albedo data from a high resolution (cloud-resolving) model, high resolution remote observations (airborne lidar), and lower resolution satellite-borne lidar. Despite their differences, the distributions of albedo values consistently suggest that the atmosphere does not separate into distinct clear and cloudy cases, in agreement with the earlier findings. But, beyond what was known from the previous studies, both the lidar observations and cloud-resolving model allow new inferences of the causes of the observed continuum and its sensitivity to added aerosol.

To set the context for this analysis, consider the ‘conventional expression’ (Cess, 1976) for planetary albedo:

$$A = (1 - F_{\text{cloudy}})A_{\text{clear}} + F_{\text{cloudy}}A_{\text{cloudy}}, \quad (1)$$

where $A$ is albedo, $F_{\text{cloudy}}$ is the fractional cloud cover and $A_{\text{clear}}$ and $A_{\text{cloudy}}$ are the albedos of clear and cloudy areas, respectively. The lidar and model data we consider allow examination of just the atmospheric contribution to albedo, by omitting surface reflection. This would be an accurate description of reality if the surface albedo were zero, which is approximately true for much of the global ocean. Application of eq. (1) would be straightforward if the PDF of atmospheric albedo displayed a bimodal form, with a low albedo mode for clear skies, a higher albedo mode for cloudy skies, and a region of low probability in between. In the data sets examined below, it appears that the clear-air mode is broadened by optically thick aerosol and the cloud mode is broadened by optically thin or wispy clouds, causing this gap region to largely or completely disappear.

2. Inseparability of clear and cloudy skies under partial cloud cover

In order to simulate the albedos of clear and cloudy air, we examine albedo PDFs derived from large-eddy simulations (LES) of the marine boundary layer, at a horizontal resolution of 50–70 m (Ackerman et al., 2004). Meteorological inputs to the LES are idealizations of measurements acquired in three field experiments (as described in Appendix A). Nominal cloud cover is 7% for the BOMEX trade cumulus simulation, 100% for the ASTEX stratocumulus simulation, and 54% for the ATEX trade cumulus simulation (here we define cloud cover as the time averaged fraction of columns with water mass mixing ratio in activated drops exceeding 0.05 g kg$^{-1}$ in at least one grid cell). We assume an underlying surface albedo of zero in order to isolate the atmospheric contribution to albedo. When plotting the PDFs, we define the variable on the ordinate as $df/dA$ (where $f$ is the normalized cumulative frequency of albedo > $A$). This convention best depicts what albedo values are controlling the area-weighted mean albedo. An alternate convention that instead depicts what controls total reflected light over the domain is discussed in Appendix B.

Figures 1a and b depict the distribution of atmospheric albedo for the marine boundary layer under nearly clear (BOMEX) and overcast (ASTEX) conditions. Figure 1c shows the PDF for half of their sum, which would correspond to roughly 50% cloud cover. This simple picture—two widely separated modes such that quantification of all terms in eq. (1) would be straightforward—results from aggregating overcast and nearly clear conditions.

A very different picture emerges from model simulations of the partly cloudy (ATEX) case, characterized by roughly 50% cloud cover. Instead of two distinct modes, Fig. 1d shows a broad
continuum of albedo values. For this case, therefore, it might be problematic to separate the albedo contributions of the clear and cloudy portions of the domain, as called for in eq. (1). In the following sections, we will use lidar data to assess whether this simulated albedo distribution for partly cloudy skies is realistic.

3. Lidar reflectivity as a proxy for albedo

3.1. Definition and comparison with other measurements

We introduce lidar reflectivity, $R_L$, as a diagnostic variable. It is useful because (i) it is readily and accurately derived from high-altitude, downward-looking lidar, (ii) it provides better horizontal resolution than broadband flux measurements operated from the same altitude and (iii) it allows observational assessment of the contribution of the atmosphere and its various layers to planetary albedo, independent of surface albedo. From an operational standpoint, $R_L$ is simply the vertical integral of the calibrated, range-corrected, lidar signal,

$$R_L(\lambda) = C(\lambda) \int_{z_1}^{z_2} X(\lambda, z)dz = \int_{z_1}^{z_2} \beta'(\lambda, z)dz,$$

where $C(\lambda)$ is the lidar calibration constant at laser wavelength $\lambda$, $X(\lambda, z)$ is the background-subtracted, energy-normalized, range-corrected lidar return signal corresponding to altitude $z$, and $\beta'(\lambda, z)$ is the so-called attenuated backscatter coefficient (Platt, 1973). To characterize the entire column, $z_1$ would be the bottom and $z_2$ the top of the atmosphere. Henceforth we omit the wavelength designation for simplicity.

Intuitively, the quantity $R_L$ represents a type of reflectivity, for it corresponds to the fraction of laser irradiance that is backscattered by the atmosphere and returned to the sensor. With this in mind, we associate the physical meaning of $R_L$ with the reflectivity of the atmosphere at a scattering angle of 180°, $R_\text{dir}$,

$$R_L = R_\text{dir} + f R_\text{diff},$$

where $R_\text{dir}$ is direct 180° reflectivity, $R_\text{diff}$ is diffuse 180° reflectivity (i.e. arising from multiple scattering), and $f$ is the fraction of $R_\text{diff}$ that is actually sensed by the lidar for a given instrumental geometry and atmospheric state. The reason for the parameter $f$ is that multiply scattered photons migrate horizontally and therefore, may migrate outside the field of view of the lidar detector.

Note that the $R_L$ parameter used herein is essentially the same as the ‘integrated attenuated backscatter’ parameter introduced by Platt (1973) and discussed frequently in the lidar literature. The critical difference is that previous lidar studies have sought to minimize and correct for multiple-scattering effects, in order to focus on direct backscatter and derive extinction optical depth. In contrast, we are interested in sampling all of the multiply scattered radiation emerging from the top-of-atmosphere in the 180° backscatter direction, for the purpose of characterizing atmospheric reflectivity.

$R_L$ consists of a radiance divided by an irradiance and therefore has units of sr$^{-1}$. Planetary albedo, $A$, on the other hand, is the reflected flux divided by the incident irradiance—a dimensionless ratio. To resolve this discrepancy, we multiply $R_L$ by $\pi$ steradians, which is the radiance-to-flux conversion factor for the simple case of isotropic scattering. We do not contend that the quantity $\pi R_L$ constitutes an accurate measure of broadband, planetary albedo. Rather, we propose that variations in these two quantities are likely to be closely related under some conditions, such that $\pi R_L$ can provide diagnostic information on the nature and causes of albedo variability. More specifically, in proposing that $\pi R_L$ can serve as a diagnostic proxy for $A$, we are making three assumptions: (i) that $R_L$ approximates $R_\text{dir}$, which will be true for optically thin atmospheres, where $R_\text{diff}$ is small, or whenever $f$ is near unity, (ii) that 180° reflectivity correlates with reflected flux, which will be true to the extent that variations in
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**Fig. 1.** Albedo PDFs from large-eddy simulations of trade cumulus and stratocumulus clouds. $A$ is albedo at 480 nm for model columns (50 to 67 m wide), and $f$ is the normalized cumulative frequency of columns with albedo $> A$. Simulations are based on meteorological conditions measured during field projects: (a) BOMEX trade cumulus, with simulated cloud cover $\sim 10\%$; (b) ASTEX stratocumulus, in which the simulated clouds are overcast; and (d) ATEX trade cumulus, with simulated cloud cover $\sim 50\%$; (c) average of the BOMEX and ASTEX fields. Total particle concentration is fixed at 150 cm$^{-3}$ for all of the simulations. Further details provided in the text.
the atmospheric scattering phase function are small and (iii) that reflectance at the laser wavelength (532 nm herein) correlates with broadband, solar reflectance.

As global data sets become increasingly available from spaceborne lidar, it will be important to assess the range of validity of these assumptions. A preliminary, direct comparison of \( \pi R_L \) against collocated, satellite-retrieved, broadband albedo from the CERES instrument indicates a strong correlation \( (r^2, \text{ the square of the linear correlation coefficient, is greater than 0.8}) \) for regions characterized by scattered boundary layer clouds and albedo values up to about 0.4 (see Fig. 2). Thus, \( \pi R_L \) would appear to be a useful albedo proxy for the purposes of this study (i.e. for examining the albedo of thin and broken clouds).

3.2. Lidar reflectivity data sets

We examine distributions of \( \pi R_L \) derived from downward-looking lidars on both airborne and spaceborne platforms. We focus on the mid-visible laser wavelength (532 nm in both cases) because that data is directly tied to a molecular calibration and is most sensitive to scattering by aerosols and thin clouds.

The Cloud Physics Lidar (CPL) is an airborne instrument developed at the NASA Goddard Space Flight Center (McGill et al., 2002). The two CPL datasets investigated here were acquired at 1 Hz (a horizontal resolution of \( \sim 200 \) m) aboard the ER-2 aircraft flying at an altitude of \( \sim 20 \) km. Figure 3 presents distributions of \( \pi R_L \) acquired by the CPL during two field campaigns: The Observing System Research and Predictability Experiment (THORPEX) (Liu et al., 2004) and the Cirrus Regional Study of Tropical Anvils and Cirrus Layers—Florida Area Cirrus Experiment (CRYSTAL-FACE) (McGill et al., 2004). Flights for THORPEX were conducted above the tradewind marine boundary layer near Hawaii, and those for CRYSTAL-FACE were conducted in the Florida area and over the Caribbean Sea. Both experiments involved partly cloudy conditions. Summaries for both field experiments are given in Table 1.

Figures 3a–c show the frequency distributions of \( \pi R_L \) for the lower troposphere (0–2 km) from both campaigns. To avoid artefacts introduced by signal attenuation, profiles with substantial attenuation above 2 km (presumably from middle and upper level clouds) have been excluded. The CPL data exhibit L-shaped distributions wherein cloudy columns display a wide range of values that merge smoothly into the much narrower range of cloud-free values. There are no indications of a Köhler gap.

Lidar measurements can also be made from space as demonstrated, for example, by the GLAS instrument on NASA’s Ice, Cloud and Land Elevation Satellite (ICESat) (Spinhirne et al., 2005). Here again we analyse \( \pi R_L \) from the lower troposphere (0–5 km) and exclude profiles with significant attenuation above 5 km. We use the full-resolution GLAS data, acquired at 40 Hz (175 m resolution). Figure 3d shows the distribution of \( \pi R_L \) from a pass over the Indian Ocean (Hart et al., 2005). This episode involved small cumulus clouds embedded within a marine boundary layer haze and was observed at a time when GLAS laser performance was at its peak. An L-shaped distribution is again evident. In short, for the partly cloudy marine boundary layer, the distributions of measured lidar reflectivity (Figs 3a–d) and simulated albedo (Fig. 1d) look rather similar and indicate a continuum of values, rather than distinct clear and cloudy modes.

4. Causes and extent of albedo continuum

The LES model allows explicit separation of the albedo contributions of activated cloud droplets versus hydrated aerosol and air molecules. Moreover, it permits explicit quantification of the sensitivity of these albedo components to variations in aerosol concentration. Focusing on the partly cloudy ATEX trade cumulus case, we compute albedo over a range of aerosol concentrations by uniformly scaling the number of particles (aerosol and activated droplets) within every grid box while keeping constant the mass of condensed water associated with activated droplets. Thus, we consider only the so-called Twomey effect, also referred to as the ‘first indirect aerosol effect.’ The scaled aerosol number concentrations range from 75 to 2400 cm\(^{-3}\), which corresponds to dry mass loadings from \( \sim 1 \) to 40 \( \mu \)g m\(^{-2}\), comparable to the observed range from clean to polluted air. Figure 4a
shows albedo PDFs for the total cloud/aerosol/molecular ensemble while Fig. 4b shows albedo PDFs for only the aerosol and molecular components (i.e. excluding extinction by activated droplets). Comparing these figures, we see that at low aerosol concentrations the continuum is attributable to wispy clouds alone, but at high concentrations it is heavily influenced by unactivated, wet aerosol particles. Indeed, these calculations suggest that the humid (but unsaturated) regions between clouds can produce albedos exceeding 0.3 when very high concentrations of hygroscopic aerosol are present.

Lidar measurements provide vertical information that permits an empirical exploration of the causes of the continuum. For the CPL and GLAS cases shown in Figs 3c and d, respectively, we separated the vertical profiles of $\beta'(z)$ (eq. 2) into three categories: those containing distinct cloud-like features (cloudy), those lacking any such feature (clear), and those that could not be categorized (indeterminate). We employed a simple threshold discrimination method based on the maximum value of $\beta'(z)$ after finding that more sophisticated derivative methods did not yield a different result. Profiles in the indeterminate category exhibit peak values of $\beta'(z)$ that cannot unambiguously be identified as either cloudy or clear. As shown in Figs 3e and f, the cloudy and clear profiles have values of $\pi R_L$ that overlap from about 0.025 to 0.04. According to this analysis, then, the continuum is partly caused by the fact that thick haze and wispy clouds have overlapping values of lidar reflectivity and, by extension from Fig. 2, overlapping values of albedo. An additional factor is the existence of unclassifiable profiles of unknown or ambiguous composition.

Thus, both the lidar and LES model data suggest that the intermediate values of albedo responsible for the albedo continuum are caused by variable mixtures of hydrated aerosol and wispy clouds. Moreover, in many cases, the relative importance of these two factors cannot be determined from remote data.

### Table 1. Summary of experiments with airborne lidar reflectivity data

<table>
<thead>
<tr>
<th>Campaign</th>
<th>Region</th>
<th>Location</th>
<th>Dates</th>
<th>Flight hours</th>
<th>Cloud cover$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>THORPEX</td>
<td>Hawaii (Ocean)</td>
<td>16–41 N 121–167 W</td>
<td>19 Feb–13 Mar 2003</td>
<td>45</td>
<td>42%</td>
</tr>
<tr>
<td>CRYSTAL-FACE</td>
<td>Florida and Caribbean Sea</td>
<td>12–30 N 77–87 W</td>
<td>3–28 July 2002</td>
<td>34</td>
<td>17%</td>
</tr>
</tbody>
</table>

$^a$Defined here by a combination of backscatter intensity and colour ratio (Liu et al., 2004). These estimates of cloud cover are obtained after excluding all the lidar profiles with features above 2 km that are identified as cloud, which comprise 38 and 81% of the THOREX and CRYSTAL-FACE data, respectively.
alone—additional, in situ data on aerosol dry mass concentration and relative humidity would be required.

Consistent with many previous studies, these results show that an albedo continuum is likely to be present under partly cloudy conditions. It is worth noting, therefore, that such conditions are extremely common over the global oceans. For example, surface observations (Warren et al., 1988) indicate that scattered-to-broken cloud cover occurs ~70% of the time over the ocean while completely clear skies are rare (<5% of the time, except over the Arctic Sea and the northern Indian Ocean in winter). As another illustration of this problem, in Appendix C we present PDFs of albedo over the ocean from both a general circulation model (GCM) and from CERES measurements averaged to GCM-like resolution (1° × 1°). Consistent with the prevalence of partly cloudy conditions, these PDFs also display an unbroken continuum of albedos, indicating that the global oceans cannot even roughly be separated into clear and cloudy domains when viewed at the resolution of modern GCMs.

5. Consequences for cloud clearing and cloud identification

While the activation of a cloud droplet is unequivocally defined in thermodynamic terms by the Köhler equation, a cloud is defined in meteorology as a ‘visible aggregation’ of particles (Glickman, 2000), regardless of the thermodynamic state of the system. This definition is ambiguous, as has long been recognized in satellite observations of clouds (e.g. Rossow, 1989).

To examine this definitional problem, we use the LES model to calculate changes in cloud cover, $F_{\text{cloudy}}$, resulting solely from changes in aerosol number concentration ($N$) according to three different cloud-screening algorithms. The liquid water associated with activated droplets (hereafter referred to as cloud water) is held constant in these calculations (described in Appendix A). First, we have developed a thermodynamic-optical algorithm, which is applicable only in a model context but provides a useful reference definition. Under this algorithm, a cloud-containing column is one in which the optical depth of activated droplets, $\tau_{\text{cloud}}$, is greater than 0.5 (equivalent to a 30-m thick layer with droplet effective radius of 10 $\mu$m and cloud water mixing ratio of 0.1 g kg$^{-1}$). The other two algorithms attempt to emulate the cloud-screening procedures for the AERONET surface sun photometer network and the MODIS satellite program, respectively. Because remote observations cannot distinguish between thermodynamic states of particles, operational cloud-screening filters must rely on expected radiative features of cloudy air. (We note that underlying surface reflectivity is also commonly included in downward-looking measurements, a further complication that we ignore in our analysis of the LES results.) The AERONET (Smirnov et al., 2000) and MODIS (Martins et al., 2002) cloud-screening filters use the variability of column properties at visible wavelengths to identify clouds. Details of how we emulate these filters are provided in Appendix A. Importantly, the MODIS algorithm operates at a much lower horizontal resolution (~500 m) than the other two.

Figures 5a and b show results for the nearly clear (BOMEX) and the partly cloudy (ATEX) cases, respectively. Three points are noteworthy. First, the three algorithms produce wildly different estimates of $F_{\text{cloudy}}$, illustrating the inherent ambiguity in operational definitions of cloud. Second, $F_{\text{cloudy}}$ increases with $N$.
for all three algorithms, despite the fact that activated liquid water is held constant. In the case of the thermodynamic-optical algorithm, this is entirely due to the so-called Twomey effect—that is, $\tau_{\text{AD}}$ increases with $N$ because the cloud water is spread among more droplets, increasing the total surface area of droplets. In turn, $F_{\text{cloudy}}$ increases to the extent that columns with a small amount of cloud water cross the threshold of $\tau_{\text{cloud}} = 0.5$. Third, the rate at which $F_{\text{cloudy}}$ increases with $N$ is much greater for the observational algorithms than for the reference thermodynamic-optical algorithm. For example, the rate of increase is two to four times greater for the AERONET algorithm. This amplification is attributable to the observational algorithms responding not only to the cloud water but also to the optical depth of the unactivated aerosol, which increases rapidly with $N$. This third point implies that empirical studies of aerosol-induced changes in cloudiness (e.g. Kaufman and Koren, 2006) are likely to find a positive relationship, even in the absence of any aerosol-induced changes in cloud dynamics, simply because of the way that 'cloud' is observationally identified.

6. Consequences for aerosol climate forcing estimates

Current estimates of aerosol climate forcing rely on the conventional expression for albedo (eq. 1) in the sense that ‘direct’ and ‘indirect’ aerosol effects are separately calculated for the clear and cloudy portions of Earth (Junge, 1975). This approach would be appropriate if the atmosphere consisted entirely of nearly clear (BOMEX-like) and overcast (ASTEХ-like) regions, or if clear and cloudy portions of the atmosphere could be unambiguously separated in a way that did not depend upon aerosol concentration. The existence of partly cloudy regions (ASTEХ-like) and the fact that the clear-cloudy distinction is ambiguous and aerosol-dependent (as shown above) raise the possibility that the conventional expression may lead to errors. To assess this, we use the LES model to calculate domain-wide albedo as a function of $N$ for all three cases (Fig. 6a). The sensitivity of albedo to changes in aerosol concentrations can then be calculated without the traditional separation into ‘direct’ and ‘indirect’ components and without the need to separate the domain into clear and cloudy portions (Figs 6b and c). To gauge potential errors in using the conventional expression, we compare the partly cloudy (ATEX) case to a 50/50 mixture of the nearly clear (BOMEX) and overcast (ASTEХ) cases. We display albedo sensitivity in terms of both the local (Fig. 6b) and cumulative (Fig. 6c) derivatives. The former indicates sensitivity to successive doublings of aerosol number while the latter indicates sensitivity to a progressive increase with respect to a low aerosol number (e.g. pre-industrial conditions).

Both the local and cumulative derivatives show the same general result: albedo sensitivity does not depend strongly on $N$ for the conventional approach (represented by the 50/50 mixed case) whereas the sensitivity increases rapidly with $N$ for the partly cloudy case. Thus, the comparison shown in Fig. 6 implies that conventional calculations of aerosol forcing for partly cloudy conditions substantially overestimate the actual forcing at low-to-moderate aerosol concentrations and underestimate the actual forcing at high aerosol concentrations.1

The forcing errors implied by Fig. 6 apply to model calculations. In terms of observation-based estimates, we note that those atmospheric states that create the albedo continuum make a substantial contribution to the average albedo in regions of scattered-to-broken skies yet are likely excluded from observational assessments of aerosol effects because they cannot readily be classified as either clear or cloudy. For example, Fig. 4b

1We caution that our analysis is limited to one combination of meteorological conditions.
Finally, we consider the dependence of direct aerosol forcing on cloud definition in Fig. 7. For the nearly clear case (BOMEX), the forcings for our thermodynamic-optical definition and that implied by our emulation of the AERONET cloud screening algorithm are comparable. This agreement results from the dominance of the change in aerosol opacity over the change in \((1 - F_{\text{cloudy}})\) for this case, as the changes in aerosol opacity are well represented by the clear-sky subsets that pass through these two filters. In contrast, for the broken-sky-cover case (ATEX), the direct aerosol forcings differ substantially between these two cloud definitions for all but the most polluted conditions. This lack of agreement is associated with the increased values and absolute differences of \(F_{\text{cloudy}}\) for this case (see Fig. 5). For the definition of cloud implied by the emulated MODIS cloud screening filter, \((1 - F_{\text{cloudy}})\) is substantially smaller than for the other filters in both meteorological cases, resulting in a drastic underestimation of the direct aerosol forcing (where it can be defined) compared to the others.

7. Discussion

Along with previous studies (e.g. Considine et al., 1997), our results imply the existence of subvisible clouds in the marine boundary layer. Specifically, large-eddy simulations of partly cloudy situations indicate that activated droplets occupy much more area than the highly reflective regions that would normally be classified as cloudy. Of course, the notion of ‘subvisible clouds’ points to an ambiguity in defining a cloud as a ‘visible aggregation’ of particles.

The difficulties of defining cloud boundaries and cloud fractional coverage have long been recognized. For example, 25 years ago Platt and Gambling (1971) used lidar and infrared radiometer measurements to show that shallow cumulus clouds often have non-visible haloes of enhanced liquid water extending for hundreds of metres beyond the visible cloud edge. Twenty years ago Wielicki and Welch (1986) used high resolution Landsat data to show that discrete clouds exist at very small sizes (tens of metres) and that the measured cloud coverage depends both on the threshold reflectance used to define cloud and on the spatial resolution of the sensors. Many recent studies have addressed the observational problem of subpixel-scale clouds (e.g. Considine...
et al., 1997; Matheson et al., 2006). What has not been recognized in these previous studies is the important role that aerosol concentration can play in these definitional problems. Clearly, this role needs to be considered when remote observations are used to assess aerosol radiative forcings.

The continuum problem extends beyond the marine boundary layer. Scattered-to-broken sky cover is common over land and has been shown to display similar characteristics (e.g. Wielicki and Welch, 1986). In addition, an albedo continuum in the free troposphere is suggested by the predominance there of very small cloud optical depths reported from satellite-borne lidar (Spinhirne et al. 2005).

These findings lead to several recommendations for future research. First, the rationale for separating cloudy and clear skies in a wide variety of observational databases should be carefully reconsidered. Second, a new approach to quantifying climate forcing by aerosols—focused on the sensitivity of domain-mean albedo to changing aerosol loading—may be required. In other words, the clear-cloud separation required for breaking the problem into ‘direct’ and ‘indirect’ components (Junge, 1975) may be an inappropriate starting point. Third, in attempting to quantify albedo sensitivity to increased aerosols, a major challenge is to develop accurate, global-scale knowledge of the distribution of relative humidity in the vicinity of clouds. Satellites cannot as yet provide high-resolution, relative-humidity profiles and model estimates have large uncertainties. Finally, future studies of climate forcing by aerosols should investigate alternatives to the traditional separation of direct and indirect effects. For example, one could attempt to quantify aerosol total radiative forcing for the mixed cloudy-clear system, as in Fig. 6. Grappling with the actual nature of this problem will require an ability to quantify or parameterize the thermodynamic state of water over the entire global atmosphere with considerable detail and fidelity at scales down to tens of metres or fewer, which is no small challenge.

Based upon analysis of lidar data and model simulations, we suggest that the observed continuum in the PDF of albedo (or proxy albedo) is likely to be present in partly cloudy skies, particularly over the ocean, and that it may constitute a significant contribution to global mean albedo. In spite of the seeming impossibility of knowing with sufficient accuracy the relative humidity distribution of the entire atmosphere, particularly in the complex spatial fields associated with broken clouds, a logical first step exists toward assessing the possible importance of the continuum to global albedo. The recent launch of the CALIPSO satellite with its two-wavelength lidar will allow assessment of the fraction of the globe (and its geographic distribution) in an indeterminate state between cloudy and clear skies as in Figs 2e and f. While in situ and suborbital lidar studies will be needed to explore horizontal scales smaller than the CALIPSO resolution of ~300 m, the realistic possibility of establishing globally the provenance, pervasiveness, and significance of the albedo continuum is now within reach.
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9. Appendix A: Methods

9.1. Large-eddy simulations

The large-eddy simulations use a three-dimensional fluid dynamics model that incorporates a bin microphysics model, which resolves the size distributions of aerosol and cloud droplet concentrations in each grid cell, and a two-stream radiative transfer model that treats the vertical transport of solar and infrared radiative fluxes within each model column (Ackerman et al., 2004). For the trade cumulus simulations the computational domain extends 6.4 km in both horizontal directions and 3 km vertically, with $96 \times 96 \times 96$ cells in the $x$, $y$ and $z$ directions, respectively. Grid spacing is uniform horizontally and stretched vertically to give cells of height 20 m close to the surface and in the vicinity of the trade inversion. For the stratocumulus simulation the grid extends 3.2 km in both horizontal directions and 1.5 km vertically, with $64 \times 64 \times 86$ cells in the $x$, $y$ and $z$ directions, respectively, and the vertical grid stretching gives cells of height 6 m close to the surface and in the vicinity of the temperature inversion capping the marine boundary layer. The total particle number concentration at each grid point is fixed in each simulation at 150 cm$^{-3}$. The aerosol dry size distribution is lognormal with a geometric mean radius of 0.1 µm and a geometric standard deviation of 1.2. Other aspects of the model configuration are described by Ackerman et al. (2004).

The BOMEX trade cumulus simulations are based on an idealization of measurements obtained during the Barbados Oceanographic and Meteorological Experiment as described by Siebesma et al. (2003) and references therein. The ASTEX stratocumulus simulations are based on an idealization of measurements obtained during the Atlantic Stratocumulus Transition Experiment as described by Ackerman et al. (2004) and references therein. The ATEX trade cumulus simulations are based on an idealization of measurements obtained during the Atlantic Trade Wind Experiment (Stevens et al., 2001). Solar radiation for an overhead sun is included in the ATEX simulations to reduce...
the fractional cloud cover\(^2\) to \(\sim 50\%\); the other simulations are performed using interactive infrared radiation only.

The trade cumulus simulations are run for four hours and the stratocumulus simulation for eight hours in order to analyse comparable numbers of columns (>25000 for each simulation). After allowing the turbulence to spin up for two hours for the trade cumulus and three hours for the stratocumulus simulations, the model fields are sampled hourly for offline computations of albedo. Albedo at the top of the atmosphere is computed in a wavelength band centred on 480 nm (with a width of \(\sim 40\) nm) assuming an overhead sun (solar zenith angle of zero) and that all aerosol and cloud droplets have the optical properties of liquid water. For unactivated aerosol, we incorporate the effect of relative humidity on aerosol size using the Köhler equation (Pruppacher and Klett, 1978) and assuming that each dissolved molecule of solute releases exactly two ions (as for ammonium bisulfate). The albedo calculations are all based on baseline simulations with aerosol concentration of 150 cm\(^{-3}\); albedos computed for aerosol concentrations of (75, 300, 600, 1200 and 2400) cm\(^{-3}\) use the same model fields from the baseline simulations but with aerosol and droplet concentrations multiplied by a factor \(m = (1/2, 2, 4, 8\) and 16\) and droplet sizes multiplied by \(m^{-1/3}\) to maintain the same condensed water distributions as in the baseline model fields. Snapshots of the simulated albedo fields are shown in Fig. 8.

Note that we use the independent column approximation in our radiative computations, thereby excluding horizontal radiative transfer, which adds further complications to distinguishing haze from clouds (Wen et al., 2006). Also, our diagnostic treatment of scaling particle concentrations by design omits any dynamical effects of increased aerosol concentrations on cloud properties, which have been shown to result in increased cloud cover in some model studies (Stevens et al., 1998; Ackerman et al., 2003) and decreased cloud cover in others (Jiang and Feingold, 2006; Xue and Feingold, 2006).\(^3\)

9.2. Emulation of cloud screening algorithms

The AERONET cloud screening algorithm (Smirnov et al., 2000) has several stages, and we emulate only one of them, which is the ‘triplet stability criterion.’ This filter is based on the variability of three optical depth (\(\tau\)) measurements separated by 30 s in time (thus covering 1 min altogether). The triplet survives the filter for clear sky—and the average value is recorded for the

\(^2\) Defined here as the time averaged fraction of columns with water mass mixing ratio in activated drops exceeding 0.05 g kg\(^{-1}\) in at least one grid cell.

\(^3\) We note that interpretation of aerosol-induced decreases in cloud cover in the studies of Xue and Feingold (2006) and Jiang and Feingold (2006) is complicated by their basing cloud cover on a threshold of liquid water path rather than optical depth.
triplet—if the range of \( r \) over the three measurements is less than or equal to the larger of 0.02 and 0.03\( r \), where \( r \) is the average of the three measurements. We assume an average wind speed of 5 m s\(^{-1}\) to convert the spatial variability on our grid to the temporal domain, which we approximate by skipping one grid box to represent 30 s (the grid spacing is \( \sim 70 \) m in our trade cumulus simulations). Although the standard AERONET operational mode is to measure triplets every 15 min, we sample all our model columns to maximize the sample size.

The MODIS cloud screening algorithm (Martins et al., 2002) also has multiple stages, and we emulate only one of them, which is the ‘3 \( \times \) 3-STD’ cloud mask. This filter is based on the spatial variability of visible reflectance in a 3 \( \times \) 3 grid of 9 pixels, with each pixel at 500 m resolution. The central pixel survives the variability of visible reflectance in the nine pixels is less than 0.0025. Instead of reflectance, we use the albedo from a two-stream calculation for an overhead sun. We average the albedo over 8 \( \times \) 8 grid columns (at \( \sim 70 \) m grid spacing) to approximate the 500 m pixels used in the MODIS cloud mask.

Note that there are further stages of the cloud screening algorithms for AERONET and MODIS that we are not emulating. By emulating only one stage of each cloud screening algorithm (which we understand to be the principal filter in both cases) we allow more of the model domain to be considered clear sky than there would be if we emulated all of the stages. Because our primary point in emulating the cloud screening algorithms is to show how they undersample the data and bias the apparent aerosol radiative forcing, by not emulating all of the stages of the cloud screening algorithms we are being generous with respect to the amount (and effects, presumably) of undersampling.

10. Appendix B: Plotting conventions for albedo distribution

A major theme of this paper is exploring the relationship between the albedo of a spatial domain and the variability of albedo within that domain. Here we point out that there are at least two legitimate ways to present the statistical distribution of albedo values. (1) The standard convention is to plot \( df/\text{d}A \) versus \( A \)—that is, normalized frequency versus albedo. This convention allows the relative frequency of albedo values to be seen in proportion to their areal coverage. Thus, one can visually estimate the area-weighted mean albedo of the domain and see what albedo values are controlling that mean. For these reasons, we have employed the standard convention in all probability plots above. (2) An alternate convention is to plot \( A \, df/\text{d}A \)—that is, the albedo-weighted frequency—on the ordinate. This convention does not permit an accurate visual estimate of area-weighted mean albedo. However, unlike the standard convention, it properly conveys the relative contributions of various albedo values to the total reflected light. (Thus, for example, regions with zero albedo would disappear from such a plot, even if they represented substantial portions of the domain. This is physically appropriate in the sense that such regions make no contribution to reflected light.) Since total reflected light is proportional to albedo, such a plot is directly relevant to assessing what controls the albedo of a given domain. Indeed, the integral of the albedo-weighted function is mathematically equal to the domain-mean albedo:

\[
\int_0^1 A \, df/\text{d}A \, dA = \bar{A}.
\]  

(B1)

These two plotting conventions are compared in Fig. 9, using data from the ATEX simulation. Panel (a) shows the standard convention, repeated from Fig. 1d. Panel (b) shows the alternate, albedo-weighted convention. High albedo regions that make substantial contributions to reflected light are prominent in panel (b) but virtually invisible in panel (a). Thus, for some applications, it will be preferable to use this alternate convention.

11. Appendix C: Satellite and climate model results

The primary sources of global albedo estimates for the Earth are from broad-band radiometers aboard polar-orbiting satellites, and these data at relatively low resolution are used to provide a fundamental constraint for modern general circulation models (GCMs). Assessments of albedo-related forcings and feedbacks rely on GCMs and, thereby, are rooted in the data from satellites. For the sake of completeness in surveying available information, we consider satellite and GCM derived albedos and thereby evaluate how albedo is distributed according to these
global-scale assessments and whether these show evidence of an albedo continuum.

Figure 10 shows PDFs of albedo over the global oceans from a CERES instrument (Wielicki et al., 1996; Smith et al., 2004) and from CCSM3, the Community Climate System Model (Collins et al., 2006b). Because our focus is on albedo influences of aerosol and clouds, we examine ocean data only, eliminating what would otherwise be a major source of albedo variation associated with land surfaces.

The CERES data used are derived from instantaneous top-of-atmosphere (TOA) radiance measurements from the CERES Terra Edition 2B Revision 1 Single Scanner Footprint TOA/Surface Fluxes and Clouds product (Loeb et al., 2005). Assuming a constant cloud-scene throughout the day, the instantaneous observations are converted to 24-hr average fluxes through the application of diurnal albedo models, based on angular distribution models described by Loeb et al. (2003). These fluxes are averaged onto a 1° × 1° grid.

The GCM output is a product of the fully coupled Community Climate System Model (CCSM3) (Collins et al., 2006a), run to simulate the present-day climate. The atmospheric component of the model is the Community Atmosphere Model (CAM3) (Collins et al., 2004) and the ocean component is the Parallel Ocean Program (POP) (Large and Danabasoglu, 2006). The model employs a T85 (1.4° × 1.4°) spectral truncation in the atmosphere and a nominal 1° resolution in the ocean.

Both data sets in Fig. 10 show a broad continuum extending from very low albedo (associated with clear skies and scattered, thin clouds) to very high albedo (associated with thick clouds and overcast conditions). The continuum reflects the fact that subgrid-scale clouds exist over most of the ocean if sampling is performed at a resolution of ∼100 km. The absence of bimodal structure suggests that the global oceans cannot even roughly be separated into clear and cloudy domains when viewed at the resolution of modern GCMs.
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