Modeling atmospheric stable water isotopes and the potential for constraining cloud processes and stratosphere-troposphere water exchange
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[1] Stable water isotope tracers (HDO and H$_2^{18}$O) are incorporated into the ModelE version of the Goddard Institute for Space Studies Atmospheric (GISS) General Circulation Model (GCM). Details of the moist convective parameterisation, cloud phase, background ozone, isotope kinetics and vertical resolution are varied and we examine their impacts, particularly in the upper troposphere (UT) and lower stratosphere. We find that isotopes in precipitation, except in Antarctica, are largely unaffected by these changes and thus are not a useful metric for evaluating model skill above the lower troposphere. Simulated isotopic entry values into the stratosphere over all experiments range between $-750$ and $-600\%$ for HDO, and $-130$ to $-90\%$ for H$_2^{18}$O, demonstrating that the mixing processes simulated by the model can explain a significant part of the observed offset from pure Rayleigh distillation. Isotope fields are shown to be sensitive to the parameterisation of cloud physics and representation of UT processes and therefore may be useful in constraining modeled cloud physics and mechanisms of stratosphere-troposphere water vapour exchange.


1. Introduction

[2] The ratio of stable oxygen and hydrogen isotopes in water have long been used as important tracers of the hydrologic cycle. These ratios are primarily affected by the fractionation occurring at changes of phase - principally in the transitions during surface evaporation or in-cloud condensation. This leads to clear patterns in isotopic ratios in precipitation, atmospheric water vapour, rivers, lakes and oceans which are of great use in distinguishing pathways in the hydrologic cycle [Gat, 1996]. Isotopic ratios are here given in standard $\%$ notation referenced to Vienna Standard Mean Ocean Water (VSMOW).

[3] General circulation models (GCMs) (including older versions of the Goddard Institute for Space Studies (GISS) model) have been used previously to successfully simulate these isotopes [Joussaume et al., 1984; Jouzel et al., 1987; Hoffmann et al., 1998; Mathieu et al., 2002; Noone and Simmonds, 2002] particularly in precipitation for which an extensive database of observations is available [Rozanski et al., 1993; IAEA, 2001]. Models though, have had problems in simulating Antarctic precipitation values, particularly the deuterium excess ($d$-excess, defined as $d = \delta D - \delta^{18}O$) [Hoffmann et al., 1998; Werner et al., 1998]. Additionally, variations in simulated upper troposphere fields are large ($-500\%$ to $-700\%$ for $\delta D$), partly due to the fact that observations of upper tropospheric water isotopes have been sparse [Ehhalt, 1974; Rozanski and Sonntag, 1982; Smith, 1992; Zahn et al., 1998] and have not provided a significant constraint on simulations, and partly due to historically poor simulations of the middle atmosphere. Recently more upper tropospheric/lower stratospheric data has become available from both aircraft measurements (i.e., CRYSTAL-FACE [Webster and Heymsfield, 2003]), and from remote sensing [Moyer et al., 1996; Kuang et al., 2003]. The remotely sensed data are primarily for mid-to-upper stratospheric water vapour, but they have been used to infer the isotopic ratio of water entering the lower stratosphere [Johnson et al., 2001a; McCarthy et al., 2004].

[4] Model simulations of cloud water processes [Del Genio et al., 1996, 2005], stratosphere-troposphere exchange (STE) [Rind and Lerner, 1996] and methane oxidation in the stratosphere [Fleming et al., 1999], have improved significantly over recent years and mean that a fuller range of isotopic physics can now be included in models. Many important processes (such as the amount of down-drafting, entrainment, or a prognostic cloud water budget) that were previously estimated independently of the cloud scheme [Jouzel et al., 1987], are now treated explicitly, albeit in a parameterised fashion. Together with the increase in available data, more useful model-observation compar-
isons are now possible. Indeed, now that isotope processes are more tightly coupled to the model physics than before, the possibility arises of using isotopes directly to help validate the base model physics.

[5] We focus on three areas that are of general community interest where isotopic simulations may provide some insight: the impact of cloud parameterisations on the upper troposphere water vapour and tracers, the stratosphere-troposphere exchange of water and the problem of correctly simulating Antarctic deuterium excess, which is (maybe surprisingly) coupled to the other issues. The novelty of this study lies in the use of models that include a well-resolved stratosphere, the consistent variations of the model physics that affect both the climatology and the isotopes and the availability of new observational datasets to compare against the model. Most previous published studies were restricted to models with poor representations of the stratosphere, and experiments in which only isotopic physics was altered [i.e., Jouzel et al., 1991].

[6] Understanding the isotopic ratio in Antarctic precipitation is important for interpreting past variations in those ratios as measured in ice cores, such as at Vostok [Petit et al., 1999]. Earlier sensitivity studies [Jouzel et al., 1991] noted that Antarctic $\delta^{18}O$ and d-excess were particularly sensitive to changes in moist convection isotope physics and, crucially, the degree of kinetic fractionation due to super-saturation during condensation to ice in clouds. Non-polar continental values were remarkably unaffected by these choices, a result that is mirrored here. Indeed, tuning of this parameterisation has become the de-facto way to produce the observed d-excess values in Antarctica (see below for details). However, simulations for past time periods, particularly for the Last Glacial Maximum (LGM) show conflicting behaviour for Antarctic d-excess compared to ice core measurements [Joussaume and Jouzel, 1993; Jouzel et al., 1994; M. Werner, personal communication]. This may indicate that this tuning procedure is compensating for a deficiency in the physics, which may have a different sensitivity to climate change. We will re-examine this issue here by paying close attention to variations in Antarctic values in the experiments considered.

2. GISS ModelE Description

[7] The model used is the GISS ModelE [Schmidt et al., 2005]. The atmospheric component has similar physics to that in the S2000 version described in Hansen et al. [2002], with improvements to the cloud physics, surface boundary layer, and stratospheric circulation. We use two configurations: the standard control configuration (ORIG) with 20 layers in the vertical and a model top at 0.1 mb, and a more complete stratosphere-resolving model (STRAT) with 23 layers, a model top at 0.002 mb (roughly 85 km) and with parameterised gravity wave drag (GWD). The GWD is imposed as a function of various resolved features: mountain topography, convective events, large scale shear and deformation [Rind et al., 1988]. STRAT also has slightly higher resolution within the troposphere. Estimates of STE in the STRAT model have been validated by using SF6 and bomb-produced $^{14}$C tracers which produce reasonable matches to observations. The ORIG simulation (without GWD and model top near the stratopause) generally has a slightly too strong Brewer-Dobson circulation and higher STE. Note however that both versions resolve the stratosphere better than any previously published isotopic GCM. For reference, the model vertical grid box edges for ORIG are at: 984, 964, 934, 884, 810, 710, 550, 390, 285, 210, 150, 110, 80, 55, 35, 20, 10, 3, 1, 0.3 and 0.1 mb and for STRAT: 984, 960, 929, 884, 819, 710, 570, 425, 314, 245, 192, 150, 117, 86.2, 56.2, 31.6, 17.8, 10, 4.63, 1.46, 0.46, 0.14, 0.03 and 0.002 mb.

[8] In the stratosphere, there is a source of water associated with methane oxidation. This is input using monthly-varying latitude-height source functions derived from a 2-D chemical transport model [Fleming et al., 1999]. Since this is a fixed production rate, an incorrect residence time for air parcels in this zone will lead to incorrect water vapour amounts. In future experiments, we will combine these isotope tracers with interactive methane oxidation, conserving $2\text{CH}_4 + \text{H}_2\text{O} + \text{H}_2$, and thus avoiding this particular error. The atmospheric model is run at the relatively coarse $4^\circ \times 5^\circ$ resolution, however, a quadratic upstream scheme [Prather, 1986] is used to advect tracers (including water vapour) in a positive definite, conserving and highly non-diffusive way.

[9] Isotopes follow all the physics that affect water vapour in the model (evaporation, condensation, advection, diffusion etc.). In particular, they follow each step and phase change intrinsic to the prognostic cloud liquid water and convection schemes [Del Genio et al., 2005, 1996; Yao and Del Genio, 1989] used in the GCM. The moist convective parameterisation represents the spectrum of plumes within a grid box with an entraining and a non-entraining plume. For non-entraining plumes, the water vapour isotopic content is governed by pure Rayleigh distillation and is insensitive to vertical resolution. Surface tracer concentrations are estimated using a planetary boundary layer scheme to extrapolate from the free atmospheric tracer concentration. Tracers are also carried by sea ice, within soil layers, in the snow model and by the river routing and lake modules.

[10] Most fractionation at a change of phase occurs at thermal equilibrium except for three particular cases that have been highlighted in previous investigations [Jouzel, 1986; Hoffmann et al., 1998]. Firstly, surface evaporation from open water uses a kinetic fractionation factor dependent on wind speed [Merlivat and Jouzel, 1979]. Secondly, there is a kinetic effect that depends on the highly local super-saturation conditions when condensing water vapour to ice. This is parameterised using a super-saturation function $S = 1 - 0.003 \times T$ (where $T$ is temperature (°C)) which, at best, is only loosely constrained by data [Jouzel, 1986]. It has been set in the ORIG simulation as in previous work [Jouzel et al., 1987; Hoffmann et al., 1998; Mathieu et al., 2002; Noone and Simmonds, 2002] to improve the simulation of the deuterium excess in Antarctic precipitation, although we return to this point in the discussion. Thirdly, we use a kinetic fractionation factor when evaporating liquid water into undersaturated air. In raindrops, isotopic equilibrium is maintained for large scale liquid precipitation, but is only partially maintained for moist convective precipitation, since droplets there are assumed to be larger and fall faster [Jouzel, 1986]. Note that super-cooled cloud liquid water can exist well below freezing (down to $-40^\circ$C)
and in such cases we allow full equilibration between the vapour and liquid phases.

[11] Compared to previous simulations with earlier GISS models [Jouzel et al., 1991], we have some significant differences. Firstly, advection of water and isotope tracers is performed using the quadratic upstream scheme [Prather, 1986], which is extremely non-diffusive, and superior to the linear upstream scheme [Russell and Lerner, 1981] used previously. Secondly, fractionation during condensation in a rising plume is performed assuming that condensate is immediately removed from the air mass. This change was made so that the results of the plume transports were insensitive to vertical resolution and that for a non-entraining case, the results at the plume top match theoretical results for a Rayleigh distillation column. This leads to significantly more depleted water vapour in the upper troposphere than if an equilibrium assumption had been made.

[12] The isotopic composition of the methane-derived water in the stratosphere is set to be that of the source gases, i.e., $\delta D = -70\%$ (from CH$_4$) and $\delta^{18}O = 23\%$ (from O$_2$). This has a large impact on the upper stratospheric water isotope composition, but no appreciable effect in the troposphere or lowermost stratosphere. Fractionation effects from the source methane and oxygen [Ridal and Siskind, 2002; Johnson et al., 2001a, 2001b], are however important for upper stratospheric isotope ratios and will be assessed in future work.

[13] All experiments were run for 6 to 10 years and the last 5-year mean analysed (Table 1). This is sufficient to stabilise lower stratospheric water concentrations, although the tail of the mid-to-upper stratospheric age distribution takes significantly longer to adjust.

### 3. Sensitivity Experiments

#### 3.1. Cloud Processes

[14] Cloud processes in models are generally separated into two distinct categories, moist convective processes and stratiform clouds [Del Genio et al., 2005, 1996; Yao and Del Genio, 1989, and references therein]. While much of the underlying physics is well understood, the parameterisation of crucial aspects of these schemes at the resolution appropriate for a GCM grid box remains problematic. Factors such as the entrainment into convective plumes, the triggering of moist convection, the detrainment of condensate in anvils, the effects of sub-grid scale turbulence on cloud formation etc. are uncertain to a significant degree. Traditionally model cloud schemes are validated using (among other things) the mean state and variability in TOA radiation fluxes, cloud cover, optical thickness and water vapour.

[15] For moist convection, the GISS model represents the spectrum of plumes within a grid box with an entraining and a non-entraining plume. This has been proved capable of reasonably simulating the observed bimodal distribution of convective mass fluxes in regions of strong convection [Yao and Del Genio, 1989]. However, for tracers that have strong dependencies on precipitation efficiency and mixing with the environment (which include water isotopes, but also soluble trace gases and aerosols), the net tracer fluxes may well be skewed by such an approach. Since the fractionation of water isotopes is strongly dependent on the rainout from a rising parcel of air, the isotopic depletion seen in plumes varies strongly as a function of entrainment. It is becoming clear from cloud resolving studies that pure undiluted ascent (such as simulated by the non-entraining plume) does not occur in convective clouds (M. Khairoutdinov, personal communication) and thus observations of water isotopes could in theory provide information on the effective entrainment rate. We therefore examine the dependence of the upper tropospheric water vapour on the entrainment rates into the plumes. We compare the control case (ORIG) where there is a completely non-entraining plume (which acts as a pure Rayleigh distillation column) with a case where the ‘non-entraining’ plume is also allowed to entrain 10% of its mass per km (ENT10). This change has only a minimal impact on the climate simulation, but a significant effect on the isotopes.

[16] In the parameterisation of stratiform clouds, the phase of the cloud water is important for deciding whether the condensate is in isotopic equilibrium with the surrounding vapour (the diffusion of water isotopes within ice crystals being too small to allow equilibration), and whether the kinetic fractionation effects during condensation to ice are important. During development of this version of the GISS model, significant effects were seen on the climatology and the isotope fields if the ratio of ice to water clouds was significantly altered. Currently, the phase of a new cloud is determined probabilistically based on an observed probability density function which operates between temperatures of $-10$ (over land) and $-4$ (over ocean) to $-40^\circ$C [Hobbs and Rangno, 1985]. Phase changes can also occur probabilistically if frozen precipitation falls into a liquid cloud from above. We therefore performed a sensitivity study (ICE) where we assumed that all clouds below $-10^\circ$C were ice, similar to the schemes used in previous simulations [Jouzel et al., 1987; Noone and Simmonds, 2002; Mathieu et al., 2002].

<table>
<thead>
<tr>
<th>Run</th>
<th>Number of Layers</th>
<th>Model Top, mb</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORIG</td>
<td>20</td>
<td>0.1</td>
<td>Control</td>
</tr>
<tr>
<td>ENT10</td>
<td>-</td>
<td>-</td>
<td>10%/km extra plume entrainment</td>
</tr>
<tr>
<td>OZONE</td>
<td>-</td>
<td>-</td>
<td>new lower stratospheric O$_2$</td>
</tr>
<tr>
<td>ICE</td>
<td>-</td>
<td>-</td>
<td>All clouds are ice below $-10^\circ$C</td>
</tr>
<tr>
<td>SUPSAT</td>
<td>-</td>
<td>-</td>
<td>Super-saturation factor 0.004</td>
</tr>
<tr>
<td>CAPPA</td>
<td>-</td>
<td>-</td>
<td>Cappa et al. [2003] diff. coeff.</td>
</tr>
<tr>
<td>NEW</td>
<td>-</td>
<td>-</td>
<td>ORIG+OZONE+SUPSAT + adjustment for radiative balance</td>
</tr>
<tr>
<td>STRAT</td>
<td>23</td>
<td>0.002</td>
<td>Strat. model (incl. GWD)</td>
</tr>
</tbody>
</table>

### 3.2. Lower Stratospheric Water Vapour

[17] Stratospheric water vapour is important to radiative and chemical processes in the climate and understanding its
variability is crucial to assessing the causes of recent climate changes [Forster and Shine, 1999; Shindell, 2001]. There are two principle sources of stratospheric water: advection from the troposphere and the oxidation of methane. The stratospheric water specific humidity has been increasing since measurements began in the 1950s [Evans et al., 1998; Rosenlof et al., 2001], at least in part due to increasing methane concentrations in the atmosphere. However, the increases are significantly in excess of that provided by enhanced methane oxidation (although they may have slowed in recent years [Randel et al., 2004]). Thus understanding the processes governing the exchange of water, particularly in the tropics is of great current interest. Mechanisms that have been proposed for tropical STE of water include (a) the gradual ascent of water vapor that undergoes freeze-drying at the tropical tropopause, (b) uplift of thin cirrus ice particles and (c) episodic lofting of ice by deep convective overshoot [Holton et al., 1995; Holton and Gettelman, 2001; Sherwood and Dessler, 2001] (among others). Each of these above-mentioned mechanisms will have a different isotopic signature (in both HDO and $\text{H}_2\text{O}$) and so isotopic ratios have been widely proposed as a useful constraint on the relative strength of these mechanisms [Moyer et al., 1996; Zahn et al., 1998; Dessler, 1998; Keith, 2000; Johnson et al., 2001a; Kuang et al., 2003].

Observations of water isotopes at the tropopause and lower stratosphere indicate that the most depleted values observed are associated with tropical troposphere-stratosphere transport. The mean isotopic signature of the water entering the stratosphere has been estimated to be $-653 \pm 18\%_{\text{o}}$ [McCarty et al., 2004] and $-128 \pm 31\%_{\text{o}}$ for $\delta$D and $\delta^{18}$O respectively [Johnson et al., 2001a] (error bars are one standard deviation). Smaller scale observations have supported deviations as low as $-900\%_{\text{o}}$ for $\delta$D and $-200\%_{\text{o}}$ for $\delta^{18}$O [Webster and Heysfield, 2003] (with data corrections after publication). The mean observations are significantly less depleted than what would be observed in a so-called “Rayleigh distillation” process, where a saturated air parcel is lifted from the surface to the tropopause and all resulting condensate is instantly lost as precipitation. Assuming that the gradual ascent of water vapour in the real world acts like a pure Rayleigh distillation process then implies that other processes (such as those mentioned above) must be responsible for the observed ratios. However, any amount of mixing of previously detrained air or ice will produce less detrained vapour than pure Rayleigh distillation. In this version of the GCM, convection never overshoots (i.e., it only reaches the local neutral buoyancy level) and condensate (ice or liquid water) is not advected, either by the moist convective plume or by the large scale advection. Thus, only the mechanisms of gradual ascent or turbulent entrainment into the stratosphere are simulated. The GCM potentially provides an improved base assumption for estimating the potential for ice lofting and convective overshoot to contribute to the stratospheric water. We should add that moist convection in the model occasionally does cross the 380°K isentropic surface, and deposits moisture above 110 mb. Depending on the definition used, this could be considered the stratosphere (but we note that this is always below the WMO tropopause definition [Holton et al., 1995]).

While not directly involved with the hydrological cycle, changes in the the amount of lower stratospheric ozone can significantly affect the tropopause temperature and hence the cold-trap that is one of the determinants of the incoming stratospheric water vapour. A new ozone dataset compiled from all existing sources was developed while this study was underway [Schmidt et al., 2005]. The OZONE experiment is thus the same as ORIG, but uses the new dataset which has slightly less ozone in the lower tropical stratosphere, and thus a slightly cooler tropopause.

### 3.3. Isotope Parameterisations

To gauge the importance of the base model changes discussed above compared to uncertainties in the isotopic physics, we also describe the impact of two changes that only affect the isotopes. In one case, we adjust the super-saturation function used in calculating the kinetic effects when condensing to ice to be $S = 1 - 0.004 \times T$ (SUPSAT). As mentioned above, this is a standard ‘tuning’ parameter for adjusting the deuterium excess in Antarctic precipitation, however we demonstrate that it has implications for upper tropospheric isotopic ratios as well.

In the second case we examine the diffusivities used in estimating kinetic effects for the isotopes (CAPPA). Recently Cappa et al. [2003] suggested that the standard values for the kinetic fractionation during evaporation and the diffusion coefficients used in the kinetic fractionation within clouds [Merlivat and Jouzel, 1979; Jouzel, 1986] may be incorrect due to the neglect of surface cooling effects in the original experiments. Revised values for the diffusion coefficients also appear to be in line with a priori calculations based on kinetic theory. A number of differences arise in the CAPPA simulation: Firstly, in the parameterisation of kinetic effects due to super-saturation and evaporation into dry air, there is a direct dependence on the ratio of diffusivities of the isotopes. At the surface, we change the Merlivat and Jouzel [1979] parameterisation of kinetic effects to one calculated using the same formula but with the new diffusivities (C. Cappa, personal communication).

$$1000(1 - k) = A, w < 7 \text{m/s}$$

$$B + Cw, w > 7 \text{m/s}$$

where $A, B, C$ for $\delta^{18}$O were $(6, 0.285, 0.82)$ originally and $(7.05, 0.485, 0.727)$ with the Cappa diffusivities. For $\delta$D the values change from $(5.28, 0.250, 0.7216)$ to $(3.64, 0.188, 0.275)$. The net effect is to increase kinetic effects for $\text{H}_2\text{O}$, and decrease them for HDO, increasing the deuterium excess in the evaporate. For the same humidity and temperature conditions the Cappa formulation produces a deuterium excess $\approx 3\%$ higher.

We also include a parameterisation of surface cooling effects in the temperature at which the evaporation takes place

$$\Delta T = Q_{\text{net}} / \left(0.009 h^* c_p \sqrt{(\rho_o / \rho_s)}\right)$$

where $Q_{\text{net}}$ is the net downward heat flux, $u^*$ is the surface friction velocity, $c_p$ the specific heat of sea water, and $\rho_o / \rho_s$
the surface sea water density and surface air density respectively. This formulation is based on an assumption that there is a thin boundary layer where the flux of heat at the surface is balanced by a turbulent flux at the base as in McPhee [1992] and is similar to those considered in Wick et al. [1996]. This formula gives surface cooling effects of up to 0.5°C consistent with observations of skin temperature/bulk temperature differences. Experiments (not shown) with and without the surface cooling effects show no significant differences in the isotopes, with the bulk of the difference between CAPPA and ORIG due to the change in kinetic fractionation for surface evaporation.

3.4. Combination Experiment
[23] The improvements seen (described below) in the simulation with the new ozone fields and with the change to the super-saturation parameter lead us to perform an additional experiment (NEW = ORIG + OZONE + SUPSAT) that encompasses both changes. This experiment also includes a minor adjustment to the critical relative humidity in the clouds to ensure radiative balance, and so is not as clean an experiment as the other sensitivity tests. However, this configuration is exactly the same as the M20 model described in the ModelE validation paper [Schmidt et al., 2005]. We also ran this model version for a longer time period (20 years) in order to better assess the steady state simulation of mid-to-upper stratospheric water vapour.

4. Observations
[24] We summarise here the sets of atmospheric observations that we use to validate the isotopic simulation. We concentrate particularly on those that may be of use in constraining upper tropospheric values.

4.1. IAEA GNIP Network
[25] Since 1961 the International Atomic Energy Agency (IAEA) has maintained an evolving Global Network of Isotopes in Precipitation (GNIP) stations where water isotopes have been regularly measured. This network has proved invaluable for isotopic model validation. All stations where enough data have been collected to define a reasonable annual weighted mean and seasonal cycle have recently been amalgamated in the ISOHIS database [IAEA, 2001]. We have performed our own interpolation of the data onto the GCM grid for easier comparison with model output. Due to the sparsity of the data, zonal or global means are not particularly reliable and so all comparisons are done as means over the grid boxes with data. Individual grid box comparisons are affected by offsets in the topography, land mask and lack of sub-grid scale variations in the model, but the data are enough to give a good sampling of the model behaviour.

4.2. Antarctic Snow Data
[26] Over Antarctica, precipitation measurements are rare. However, recent snow samples are relatively plentiful. These give more useful mean data than episodic precipitation events because of smoothing over individual events due to snow blowing and compaction. The relationship between deuterium and deuterium excess is particularly instructive [Petit et al., 1991; Hoffmann et al., 1998]. Previous work has shown that the relationship seen in the snow samples is particularly sensitive to the super-saturation function and, though to a lesser extent, the vapour trajectory and mixing along it.

4.3. Midlatitude Tropospheric Data
[27] At a few sites in the northern midlatitudes, vertical profiles of isotopes in water vapour have been made [Ehhalt, 1974; Rozanski and Sonntag, 1982]. While it is unclear how representative they are of mean conditions, enough data came from the tropopause and below to provide some indication of upper tropospheric values. Minima just below the tropopause are around −500 ± 50‰ for δD and values start to increase again above. This had been related to effects of methane oxidation in the stratosphere - a process that is now included in the model (but see the discussion below). A recent correction of these data for wall water effects and sensible relative humidities has been made (see Ehhalt [1974] reference for details) and we compare our data against these new profiles.

[28] Scattered in-situ data [Zahn et al., 1998; Zahn, 2001] have also been published, which give a small sampling of water vapour isotope ratios near 400 mb over Northern Europe. Minimum values in the troposphere are around −550‰ for δD and −75‰ for δ18O. Stratospheric values (mostly measured in tropopause folds) were significantly less depleted (−280 to −500‰).

4.4. Stratospheric Water Vapour
[29] Apart from a single reliably measured stratospheric profile of water vapour δD [Pollack et al., 1980], most of the information regarding stratospheric water vapour comes from remote sensing. The data do not have sufficient precision to be useful in a direct comparison, but estimates of the mean water vapour isotope ratios coming into the stratosphere at the tropopause (based on tracer-tracer correlations) have been relatively well constrained [Moyer et al., 1996; Johnson et al., 2001a; McCarthy et al., 2004]. We therefore focus on matching these end-members −653 ± 18‰ [McCarthy et al., 2004] and −128 ± 31‰ for δD and δ18O respectively [Johnson et al., 2001a] (error bars are one standard deviation).

[30] When comparing these values to the model it is tempting to simply note the minimum isotope ratio near the tropical tropopause and associate this with the entry value into the stratosphere. Unfortunately, in these simulations at least, this is not the most appropriate value. In all the cases looked at here, the minimum isotope value is not colocated with the minimum water vapour amount (which is generally at higher altitude). We note this is also observed in the CRYSTAL-FACE data [Gettelman and Webster, 2005]. Another measure might be the ratio in the flux that enters through the tropical tropopause. However this level is not necessarily easily defined and is variable in time and space. There is also an overlap in the model between the maximum level to which moist convection goes, and the lowest level at which methane oxidation starts (between 110 mb and 80 mb).

[31] The calculation of McCarthy et al. [2004] relied on a conserved tracer (in their case total H2) to extrapolate to the upper troposphere. We therefore use an analogous methodology that uses a conserved quantity relevant to
Figure 1. Annual mean $\delta^{18}O_p$ in the control, sensitivity studies and in the GNIP database [IAEA, 2001]. The HDO results look very similar to those for $H_2^{18}O$ (except for a scaling) and are not shown.
these simulations. There are only two sources of water to the stratosphere, and by examining the mass balance for normal water and the isotopes, the isotopic ratio in the stratosphere is shown to be linearly related to the inverse of the water vapour mixing ratio $Q$, i.e.,

$$\delta = \delta_M + Q_{\text{trop}} (\delta_{\text{trop}} - \delta_M) \frac{1}{Q}$$

where $\delta_M$ denotes the isotope ratio of the methane-derived water (fixed in these runs), and $Q_{\text{trop}}$ and $\delta_{\text{trop}}$ are the water vapour mixing and isotopic ratios in the tropospheric source water. Thus air parcels in the stratosphere must lie on this set of straight lines that will depend on the initial $\delta_{\text{trop}}$ and $Q_{\text{trop}}$. Rewriting the above equation, it is clear that the quantity $W = Q (\delta - \delta_M)$ is conserved. This is to some extent an artifact of these model simulations, nonetheless, this conserved quantity can be used in an analogous way to total $H_2$ in the real world. If there are different sources (as a function of seasons or location) there will be mixing of these parcels and a homogenization of $W$ going up through the stratosphere. Knowledge of the mean upper stratospheric $W$ can then be used to extrapolate back to the troposphere.

4.5. CRYSTAL-FACE Measurements

[32] New instrumentation flown for the first time in the CRYSTAL-FACE campaign give the first large scale in-situ measurements of upper tropospheric water vapour and thus are a key new data set for model validation [Webster and Heymsfield, 2003]. The instrument used gives the isotopic content of total water (including cloud water or ice) and in the handful of days that the instrument was flown produced some very scattered data. While there are some differences in the water measurements on different instruments, this scatter probably does reflect true small-scale heterogeneity. We note in passing that the extreme depletions (down to $\approx -290\%$0) in the $\delta^{18}O$ reported in Webster and Heymsfield [2003] have subsequently been corrected and now show maximum depletions of around $-200\%0$.

[33] For our purposes, we screened the data to look for cases where the relative humidity (with respect to ice) was low ($<15\%$), and where no ice was actually reported. This scatter probably does reflect true small-scale heterogeneity. We note in passing that the extreme depletions (down to $\approx -290\%$0) in the $\delta^{18}O$ reported in Webster and Heymsfield [2003] have subsequently been corrected and now show maximum depletions of around $-200\%0$.

Figure 2. Seasonal cycles of $\delta^{18}O_p$ at selected stations in the ORIG and STRAT models compared to the GNIP database [IAEA, 2001]. The HDO results look very similar to those for $H_2^{18}O$ (except for a scaling) and are not shown.

Figure 3. Modeled and observed annual mean d-excess in precipitation.
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Figure 3. Modeled and observed annual mean d-excess in precipitation.
subset of the data can probably be considered to be pure
vapour, but are still widely scattered. In order to make the
most suitable comparison, we use instantaneous as well as
mean model output and consider the whole tropical tropo-
pause region (not just the few grid boxes around the
CRYSTAL-FACE flight path) 28°C–28°N, 285 to 55 mb.
This substitutes the model’s spatial variability in the tropics
for the temporal and sub-grid scale variability in the
observations. While not ideal, it does provide a useful
comparison.

5. Results

[34] Figure 1 shows the annual mean isotopic content of
precipitation \(\delta^{18}O_p\) in the ORIG run, the GNIP database and
the differences seen in the sensitivity tests. Some of the
biases seen are related to biases in the model precipitation
fields, but overall the match is extremely good. There are
some particular areas of concern in the tropics though.
Firstly, the continental values we model in S. America
and Africa appear a few permil too depleted, possibly
indicative of insufficient onshore advection, and in the case
of Amazonia, insufficient moisture convergence over the
whole region. An important point to note is that the differ-
ences seen in the sensitivity tests are not particularly evident
in these precipitation fields.

[35] The selected seasonal cycles shown from ORIG and
STRAT (Figure 2) are representative of a number of
climate regimes going from the tropical (Manaus 3°S
60°W, Hong Kong 22°N 114°E) to the midlatitude continen-
tal (Groningen 53°N 7°W, Vienna 48°N 16°E, Moscow
56°N 38°E) to the high latitude and polar (Alert 82°N
62°W, Barrow 71°N 157°W, Halley Station 76°S 27°W).
All show a reasonable seasonality, although offsets in
amplitude occur in boxes such as Groningen and Alert
where the model representation of the topography and
land-ocean mask may be particularly important. In the
Manaus dry season, the model under-predicts rainfall
consistent with the too-depleted isotope ratios.

[36] In Figure 3 we compare the annual mean d-excess in
the control simulation to the values estimated from the
GNIP database. Since this is a second-order parameter,
there is more noise in the observations, but the overall
match is good. The global means are very close, and key
patterns, such as the strong north-south gradients in the SH,
or the east-west gradient across North America are well
captured. The peak d-excess values over the Middle East
(due to the importance of kinetic effects when evaporating
precipitation into very dry air) are seen in the model as well,
although the amplitudes do not match as well, probably
due to the lack of d-excess spatial variability in the oceanic
source water. The other model simulations (with the excep-
tion of CAPPA) show a very similar pattern and are
therefore not shown. The CAPPA d-excess is uniformly
3 per mil higher than that shown in the figure and gives a
significantly worse match to the observations.

[37] Focusing more on the Antarctic, we compare the
model to the observed Antarctic d-excess/deuterium snow
measurements (Figure 4) where there are some clear differ-
ences in the simulations. We show both the annual weighted
mean precipitation values and mean values in the snow
itself. Although there is no fractionation assumed during

![Figure 4. Relationship of \(\delta D\) and d-excess in Antarctic snow and in selected simulations. Observations
are from Petit et al. [1991] and are nominally multi-annual means.](image-url)
sublimation of snow and ice, the snow values are modified from the precipitation by the addition of frost (i.e., direct vapour deposition) and the temporal variability of sublimation which may weight the snow values slightly differently. This leads to snow values with slightly lower d-excess, and higher δD values than for the precipitation, but they not different enough to affect any conclusions drawn from looking solely at the precipitation.

[35] For clarity, only the results from ORIG, SUPSAT and CAPPA are shown in Figure 4, since the other runs are very close (within ±2% in d-excess, ±20% in δD) to ORIG. If monthly results are looked at, there are more depleted values with a higher d-excess in all cases, but that would not be the appropriate comparison to the observations. Note that the change in SUPSAT only appears to make a difference below −200‰, while the CAPPA results are similar to ORIG in that range, but significantly higher in d-excess in the warmer, less depleted precipitation. Clearly the best match to the data is given by the SUPSAT experiment.

[39] Moving up through the atmosphere, Figure 5 shows clearly that the tropospheric midlatitude profiles are not much different in each simulation. Only STRAT stands out, and then only above 11 km. In the lower troposphere there is some indication that the model values are not sufficiently depleted. Interestingly, the original data published by Ehnhalt [1974] showed a relatively large increase in δD above the tropopause that had been associated with the importance of methane oxidation in the stratosphere [Rozanski and Sonntag, 1982]. Subsequent quality control on the data has led to the higher level values to be rejected. Our simulations include a water source related to methane oxidation, but the impacts are not seen much below 20 km, making it unlikely that the original interpretation could have been correct (had the original data proved valid). This is also consistent with the small differences seen in methane concentrations at that height relative to tropospheric values seen in midlatitude profiles [Ehnhalt and Heidt, 1973]. The mean tropopause level at this grid point in the simulations is around 15 km (compared to 13 km in the observations) but this alone would not account for the difference.

[40] For the tropical near-tropopause, the comparison of ORIG with the CRYSTAL-FACE data is shown in Figure 6. Qualitatively, the spread in the data and instantaneous model output is comparable, but larger than one might have naively expected (however it is similar to that seen in trajectory modeling [Gettelman and Webster, 2005]). There are significantly more outliers in the data, but this might a function of the small spatial scales being sampled. This underlines the significant inhomogeneity of water vapour pathways in the real atmosphere and in the model. Additionally, there are scattered points in both the data and the model that are ‘super’-depleted (i.e., isotope values more depleted than pure Rayleigh distillation from the surface). This is possibly due to repeated convective events.

[41] The mean July values are significantly less scattered and shifted toward less depleted values. Note that the maximum depletion (−700‰, at around 12 ppmv) does not coincide with the driest air (near 3 ppmv). Below 7.5 ppmv, in the tropical tropopause layer (TTL) [Sherwood and Dessler, 2001], there is evidence of the gradual ascent of the incoming stratospheric air, but it is clear that the starting point for this air is not on the trajectory of undiluted convective plumes rising from the surface. The granularity seen in the zonal means is partly due to the relatively coarse resolution with the three groups of data points corresponding to three different layers in the model, suggesting that the vertical resolution in this region may not be sufficient (this is further discussed below).

[42] Figure 7 shows the annual zonal mean values for the deuterium (HDO) concentrations (H_2^18O is similar) for each experiment with a different climate. Both ORIG and STRAT show minima in the upper troposphere (−678 and −743‰ respectively) and a stratospheric tropical pipe (which is slightly leakier in the STRAT case). The OZONE and ENT10 experiments have more depleted lower stratospheres due to a reduction in upper tropospheric water vapour (caused by colder tropopause conditions in OZONE and a downward shift in upper tropospheric moistening by convection in ENT10). The ICE run leads to slight enrichment in the upper troposphere and lower stratosphere. The two experiments with changes purely to the isotope physics (SUPSAT and CAPPA (not shown)) demonstrate that super-saturation parameter has a significant impact in the upper troposphere and above, while the diffusion parameters appear to have very little upper atmosphere impact.

[43] The maxima around 60° in δD between 200 and 300 mb (Figure 7) is a signature of midlatitude isentropic

![Figure 5. Annual weighted mean δD profiles for each model simulation for Scottsbluff (Nebraska) as a function of height. The mean of the original and corrected data of Ehnhalt [1974] are shown along with the envelope of the observed values.](image-url)
mixing of tropospheric air occurring in storm systems and tropopause-folding events. The modeled values for this maxima ($\delta D = -385 \pm 75$, $\delta^{18}O = -54 \pm -57\%$) are close to those observed ($\delta D = -375 \pm 75$, $\delta^{18}O = -50 \pm 15\%$) [Zahn, 2001; Zahn et al., 1998]. Also, the upper stratospheric values around 70 km (0.05 mb) in the STRAT run ($\delta D = -326\%$) where the water vapour concentrations are the closest to the HALOE results [Schmidt et al., 2005] are in reasonable accord with results from an interactive chemical 2D model $\delta D = -350 \pm -330\%$ [Ridal and Siskind, 2002].

Above, we noted that the isotopic minima seen in the zonal means are not coincident with the minima in water vapour and do not characterise the entry values into the stratosphere (Table 2). To illustrate this further, Figure 8 shows the isotopic ratios plotted against the inverse of the water vapour mixing ratio for tropical boxes above 110 mb (117 mb in the STRAT case). As explained above, in such coordinates the mixing line of stratospheric water with methane-derived input will be a straight line. The intersection of these lines with the upper-troposphere values indicate the range of input values of water vapour and isotopic ratio. In each of the experiments highlighted in the figure, there are a variety of lines, that denote the different seasonal and hemispheric sources of water. The OZONE simulation has a significantly wider spread of entry values than the STRAT simulation for instance. Generally speaking the slightly ‘wetter’ lines (more to the left) are indicative of southern hemisphere (SH) values, and the dryer lines indicative of the northern hemisphere (NH).

To clarify the processes involved, we show a time-height plot for the mean tropical water over 3 years in the mixing of tropospheric air occurring in storm systems and tropopause-folding events. The modeled values for this maxima ($\delta D = -385 \pm 406\%$, $\delta^{18}O = -54 \pm -57\%$) are close to those observed ($\delta D = -375 \pm 75$, $\delta^{18}O = -50 \pm 15\%$) [Zahn, 2001; Zahn et al., 1998]. Also, the upper stratospheric values around 70 km (0.05 mb) in the STRAT run ($\delta D = -326\%$) where the water vapour concentrations are the closest to the HALOE results [Schmidt et al., 2005] are in reasonable accord with results from an interactive chemical 2D model $\delta D = -350 \pm -330\%$ [Ridal and Siskind, 2002].

Above, we noted that the isotopic minima seen in the zonal means are not coincident with the minima in water vapour and do not characterise the entry values into the stratosphere (Table 2). To illustrate this further, Figure 8 shows the isotopic ratios plotted against the inverse of the water vapour mixing ratio for tropical boxes above 110 mb (117 mb in the STRAT case). As explained above, in such coordinates the mixing line of stratospheric water with methane-derived input will be a straight line. The intersection of these lines with the upper-troposphere values indicate the range of input values of water vapour and isotopic ratio. In each of the experiments highlighted in the figure, there are a variety of lines, that denote the different seasonal and hemispheric sources of water. The OZONE simulation has a significantly wider spread of entry values than the STRAT simulation for instance. Generally speaking the slightly ‘wetter’ lines (more to the left) are indicative of southern hemisphere (SH) values, and the dryer lines indicative of the northern hemisphere (NH).
NEW simulation (Figure 9). These figures show the value of $\frac{W}{C_0}$ at each level, (where $W_0$ is the value for mean tropical upper stratospheric water). The zonal mean tropopause (WMO definition) in these simulations is between 70 and 80 mb in the tropics, and anything below that in these figures can be considered to be part of the TTL. It is clear that in the lowermost stratospheric layer there are no significant sources of water that have the same characteristics as the mean water further up. Instead, there is a range of sources that mix over the lower stratosphere to produce the effective mean values seen. This demonstrates the existence in the model of a ‘stratospheric tape-recorder effect’ [Mote et al., 1996] in $W$ (which is also seen in water vapour [Schmidt et al., 2005]). The blue source (indicating wetter conditions) appears to arise in August though October, and is accompanied by slightly elevated isotope ratios. Curiously, the ‘drier’ source (yellow/orange) has two slightly different isotope ratios in the January to March and April to July periods. The fact that the ‘wet’ excursions in $\Omega$ seem larger, is indicative that the ‘dry’ source dominates (since the weighted mean must be zero by construction). Despite the apparent asymmetry in the timing, the two sources are mainly associated with peak January and July conditions. In January, the outflow from the top of convective activity in the SH upper troposphere is efficiently moved up and northward by the upper branch of the Hadley circulation (Figure 10). In July, the convection is not as deep, and the circulation is weaker, leaving the July NH source at a lower level than the January source. It then takes a month or so longer to ascend through the TTL, giving the impression that the ‘wet’ source was mainly generated in September.

Horizontal slices through the stratosphere (not shown) at all levels indicate that the ‘wet’ sourced water is found mainly in the SH, while the ‘dry’ sourced water is predominantly in the north. This is due to the strong cross-equatorial meridional advection in the upper branch of the Hadley circulation.

We quantify the mixing lines by looking at the variations in the tropical mean $\Omega$ over an annual cycle for each simulation (Table 3). This slightly damps the extremes seen in the monthly zonal mean values (Figure 10), but is still a good estimate. We take the range of values at 95 mb as representative of the variations of sources in the TTL, and the values at 15 mb as representative of the weighted mean stratospheric values. Given the isotopic ratio of the methane-derived water assumed here (70%, and 23% for the HDO and H$_2^{18}$O respectively), we can then estimate the approximate water and isotope values at the intersection of these lines (i.e., the dark blue line in Figure 8). This intersection does not define the actual entry values, but instead defines the weighted mean, consistent with the extrapolations in McCarthy et al. [2004]. The estimated

**Table 2.** Tropical (20°S–20°N) Zonal Mean Lower Stratospheric (180–50 mb) Water Vapour Minima (ppmv)

<table>
<thead>
<tr>
<th>Run</th>
<th>January</th>
<th>July</th>
<th>Annual</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORIG</td>
<td>3.18</td>
<td>3.75</td>
<td>4.07</td>
</tr>
<tr>
<td>ENT10</td>
<td>3.47</td>
<td>3.65</td>
<td>4.03</td>
</tr>
<tr>
<td>ICE</td>
<td>3.32</td>
<td>3.65</td>
<td>4.03</td>
</tr>
<tr>
<td>OZONE</td>
<td>2.84</td>
<td>3.04</td>
<td>3.39</td>
</tr>
<tr>
<td>STRAT</td>
<td>3.29</td>
<td>3.52</td>
<td>3.71</td>
</tr>
<tr>
<td>NEW</td>
<td>2.68</td>
<td>3.00</td>
<td>3.21</td>
</tr>
</tbody>
</table>
error in the water vapour value is around 0.1 ppmv, which is a function of the inter-annual variability or whether we use HDO or H$_{18}$O. Variations in the isotope entry values are around ±5% for $\delta^D$ and ±2% for $\delta^{18}O$ (except for STRAT where variations are about twice as large).

The results in Table 3 show that the effective entry values of water are slightly higher than the annual mean minimum (Table 2), and can be compared with the 4.0 ± 0.1 ppmv value derived by McCarthy et al. [2004]. The isotopic values in the 20-layer runs range from −620 to −606‰ and −102 to −91‰ for $\delta^D$ and $\delta^{18}O$ respectively. These are uniformly heavy compared to the values inferred from observations. However, the STRAT model has the most depleted values, especially in $\delta^D$, even though it does not have the driest air. This underlines the importance of processes within the TTL, where the air is drying but also becomes less depleted, presumably due to the presence of isotopically heavy ice.

6. Discussion

We have shown that GCM simulations that only contain the physics of Rayleigh distillation and mixing (through various processes) simulate stratospheric water isotope ratios significantly higher than for pure Rayleigh distillation. We have used the derived quantity $\Omega$ (conserved...
in these simulations) to examine the pathways and mixing of stratospheric water vapour in an analogous way to the use of total H$_2$ in the real world. The modeled source values for HDO are close to those inferred from the best observational estimates, but not as low in the 20-layer simulations ($-600\%$ to $-620\%$), and too depleted in the 23-layer STRAT model ($-750\%$). The source values for $\delta^{18}$O appear to be uniformly too heavy for the corresponding $\delta D$ values compared to observations. However the observed $\delta^{18}$O precision is significantly worse than for $\delta D$, and so it is not yet clear whether this is significant.

The largest differences are between the ORIG and STRAT runs which differ in vertical resolution, model top and gravity wave drag scheme. Further experiments (not shown) that are intermediate to ORIG and STRAT demonstrate that the key difference is the slightly higher resolution in the upper troposphere in STRAT. The addition of the GWD scheme and the increase in model top greatly affect the stratospheric turnover time and latitudinal gradients of water vapour but do not substantially impact the processes near the tropopause. While the dependence on upper troposphere vertical resolution is unsatisfying, it does highlight an important, yet poorly constrained, feature of the model. It also confirms that the upper tropospheric and TTL processes are key to understanding the stratospheric entry values, consistent with the results from the sensitivity experiments ENT10 and ICE. In the future, we will perform experiments with significantly higher resolution in this region to further examine this sensitivity.

Previous authors have assumed the troposphere acts as a simple Rayleigh distillation column with no mixing, and argued for the necessity of significant contributions to the stratospheric water budget from lofted ice or overshooting deep convection [Keith, 2000; Sherwood and Dessler, 2001]. At minimum, the results presented here imply that the no-mixing model for the isotopes is probably not a good basic assumption. Thus while we do not (at present) include the impacts of ice lofting or overshooting convection as possible mechanisms for increasing

Figure 10. Zonal mean values of $\Omega - \Omega_{0}$ over a year (every two months) (as in Figure 9). Gradual ascent is clearly seen with almost complete mixing by the time the parcels ascend to 20 mb.

<table>
<thead>
<tr>
<th>Run</th>
<th>$-\Omega_{HDO}$</th>
<th>$Q_{wmp}, \text{ppmv}$</th>
<th>$\delta D_{wmp}, %$</th>
<th>$\delta^{18}O_{wmp}, %$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORIG</td>
<td>2280</td>
<td>1980–2920</td>
<td>4.2</td>
<td>$-607$</td>
</tr>
<tr>
<td>ENT10</td>
<td>2310</td>
<td>2100–2950</td>
<td>4.1</td>
<td>$-620$</td>
</tr>
<tr>
<td>ICE</td>
<td>2240</td>
<td>2000–2900</td>
<td>4.15</td>
<td>$-606$</td>
</tr>
<tr>
<td>OZONE</td>
<td>2020</td>
<td>1750–2700</td>
<td>3.65</td>
<td>$-620$</td>
</tr>
<tr>
<td>SUPSAT</td>
<td>2200</td>
<td>1870–2850</td>
<td>4.2</td>
<td>$-597$</td>
</tr>
<tr>
<td>CAPPA</td>
<td>2290</td>
<td>2020–2970</td>
<td>4.2</td>
<td>$-607$</td>
</tr>
<tr>
<td>STRAT</td>
<td>2500</td>
<td>1970–2850</td>
<td>3.7</td>
<td>$-747$</td>
</tr>
<tr>
<td>NEW</td>
<td>1900</td>
<td>1650–2750</td>
<td>3.5</td>
<td>$-610$</td>
</tr>
</tbody>
</table>

Table 3. Values of $\Omega = Q(\delta - \delta_{zt})$ for Tropical Stratospheric Water Vapour and Ranges of Tropospheric Entry Values
stratospheric water vapour, we can say that estimates of their importance may have been exaggerated.

However, it is conceivable (particularly for the 20-layer runs) that the GCM over-predicts mixing (and thus the modifications to the pure Rayleigh model) because of numerical effects. Essentially, the model smooths horizontal variations in water vapour ratios over a grid box at every (30 minute) time step. These variations in the real world can arise through small-scale convective plumes, or the shearing of large scale gradients by the horizontal wind field. Observations indicate that such sub-grid scale water vapour anomalies can persist for weeks (and possibly months) [Pierrehumbert and Yang, 1993], although whether this is important over longer time scales is as yet unclear. Other mixing processes due, for instance, to large scale advection, are better modeled thanks to the high order tracer advection scheme used which minimises numerical diffusion. In addition, the good simulation of horizontal tropospheric isotopic gradients (Figure 1) provides some confidence that the model is not in general over-diffusive, though this may not necessarily apply to the less well-resolved vertical advection. The difference between STRAT and ORIG in this respect is of some concern, and will be addressed in simulations with significantly higher resolution in future.

The uncertainty in the diffusion coefficients and parameterisation of the kinetic fractionation during evaporation highlighted by Cappa et al. [2003] also requires further study. Building the diffusion constants directly into parameterisation of the kinetic fractionation during evaporation, as done in the model of Merlivat and Jouzel [1979], may go some way to perhaps fulfilling the potential of using isotopic diffusion coefficients.
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