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ABSTRACT

The standard approach to studying the planetary boundary layer (PBL) via turbulence models begins with the first-moment equations for temperature, moisture, and mean velocity. These equations entail second-order moments that are solutions of dynamic equations, which in turn entail third-order moments, and so on. How and where to terminate (close) the moments equations has not been a generally agreed upon procedure and a variety of models differ precisely in the way they terminate the sequence. This can be viewed as a bottom-up approach. In this paper, a top-down procedure is suggested, worked out, and justified, in which a new closure model is proposed for the fourth-order moments (FOMs). The key reason for this consideration is the availability of new aircraft data that provide for the first time the z profile of several FOMs. The new FOM expressions have nonzero cumulants that the model relates to the z integrals of the third-order moments (TOMs), giving rise to a nonlocal model for the FOMs. The new FOM model is based on an analysis of the TOM equations with the aid of large-eddy simulation (LES) data, and is verified by comparison with the aircraft data. Use of the new FOMs in the equations for the TOMs yields a new TOM model, in which the TOMs are damped more realistically than in previous models. Surprisingly, the new FOMs simplify, rather than complicate, the TOM model as compared with the quasi-normal (QN) approximation, since the resulting analytic expressions for the TOMs are considerably simpler than those of previous models and are free of algebraic singularities. The new TOMs are employed in a second-order moment (SOM) model, a numerical simulation of a convective PBL is run, and the resulting mean potential temperature, TOMs, and TOMs are compared with several LES data. As a final consistency check, the TOMs are substituted from the PBL run back into the FOMs, which are again compared with the aircraft data.

1. Introduction

The search for a reliable turbulence model to describe the planetary boundary layer (PBL) was pioneered by Mellor and Yamada in the early 1970s (Mellor and Yamada 1974). These types of models were able to reproduce many features of geophysical flows, but shortcomings remained, such as the poor parameterizations of the length scale, the pressure correlations, and the third-order moments. The turbulence-based mixing models can be roughly classified into two categories. The first category is represented by local models, in which the third-order moments (TOMs) in the equations for the Reynolds stresses, heat fluxes, and temperature variance are neglected. The resulting Reynolds stresses and heat fluxes are directly proportional to the local gradients of the mean wind or mean potential temperature. Though progress has been made to improve these models (e.g., Mellor and Yamada 1974, 1982; Cheng and Canuto 1994; Kantha and Clayson 1994; Nakanishi 2001; Cheng et al. 2002), the main success of local models is achieved in neutral and stably stratified flows while in a convective PBL these models’ performance is much less satisfactory (Moeng and Wyngaard 1989). The reason is that large eddies, which are the major contributors to the transport processes, cannot be properly represented by local models. When
used in a general circulation model (GCM), local mixing models produce insufficient vertical transport, predicting the maxima of the relative humidity and the cloud cover too close to the surface, contrary to observations (e.g., Holtslag and Boville 1993).

The second category is represented by nonlocal models. Deardorff (1972), Troen and Mahrt (1986), Holtslag and Moeng (1991), and Wyngaard and Weil (1991) proposed semi-empirical nonlocal models for the temperature and scalar fluxes by including heuristic nonlocal terms, also called countergradient terms. Holtslag and Boville (1993), using the schemes of Troen and Mahrt (1986) and Holtslag et al. (1990), showed that the nonlocal models are capable of transporting moisture more efficiently from the surface to higher vertical levels in a global climate model. Schmidt et al. (2005, manuscript submitted to J. Climate) employed the nonlocal transport expressions of Holtslag and Moeng (1991) and Moeng and Sullivan (1994) in the Goddard Institute for Space Studies (GISS) climate model and obtained improved vertical structures of the relative humidity and cloud cover.

The physical nature of nonlocality can be deduced from the turbulence equations. Since the dynamic equations for the TOMs require the knowledge of the fourth-order moments (FOMs), the treatment of the latter becomes a key issue. The most common approximation is the quasi-normal approximation, QN (Tatarsum 1957; O’Brien and Francis 1962; Ogura 1962; Zeman and Lumley 1976; André et al. 1976, 1978; Bougeault 1981; Chen and Cotton 1983; Moeng and Randall 1984; Canuto et al. 1994, 2001). However, the QN does not provide sufficient damping for the TOMs and causes the development of negative energy. André et al. (1976) proposed a “clipping approximation” to limit the unphysical growth of the TOMs so as to satisfy the realizability inequalities. Moeng and Randall (1984) supplemented the TOM model of André et al. (1982) with a down-gradient diffusion term, which was first suggested by Deardorff (1978), to damp the spurious oscillations associated with the mean-gradient terms in the TOM equations, but they cautioned that “no theoretical basis exists for choosing the strength of the diffusion coefficient in physical space,” and “the model results are sensitive to the choice”. While the spurious oscillations appear in the stable region near the top of the PBL, divergences may occur in the unstable region in the low part of the PBL; the algebraic TOM expressions obtained from the stationary equations under the QN exhibit unphysical singularities at moderate buoyancy forcing (see section 4). More recently, Zilitinkevich et al. (1999) and Gryani and Hartmann (2002) proposed to parameterize the fourth-order cumulants as an expansion in the velocity and temperature skewnesses and solved some of the TOMs from the budget equations.

The present study is motivated by both the shortcomings and the successes of the nonlocal models discussed above. It is our purpose to suggest a new nonlocal PBL model that relies as much as possible on the turbulence dynamic equations rather than on heuristic arguments. Ours is a top-down approach. First, we formulate a new non-Gaussian model for the FOMs. Second, the new FOM model is tested against large eddy simulation (LES) and aircraft data. Third, the new FOMs are substituted in the TOM equations, the stationary solution of which yields a simple algebraic model for the TOMs in terms of the second-order moments (SOMs). Fourth, we substitute the new TOMs in the SOM equations and perform a simulation of a convective PBL. The PBL results are compared with the LES data. Finally, the PBL results are substituted back to the starting FOM model to compare with the aircraft FOM data and by doing so we check the internal consistency of the closure hierarchy. The procedure is illustrated in the following flowchart.

2. SOM equations

To facilitate the discussion, we list the dynamic, second-order closure equations in the convective PBL (see, e.g., Canuto 1992) in appendix A. These equations can be written more explicitly as follows:

Mean field:

$$\frac{\partial T}{\partial t} = -\frac{\partial}{\partial z} w \theta. \quad (1)$$

Turbulence fields:

$$\frac{\partial}{\partial t} \overline{w^2} = -\frac{\partial}{\partial z} \overline{w^2} - \frac{2c_4}{\tau_p} \left( \overline{w^2} - \frac{1}{3} \overline{q^2} \right) + \left( 2 - \frac{4c_5}{3} \right) gaw \theta - \frac{2c}{3} \quad (2a)$$

$$\frac{\partial}{\partial t} \overline{w q} = -\frac{\partial}{\partial z} \overline{w q} - \frac{2c_4}{\tau_p} \left( \overline{w q} - \frac{1}{3} \overline{q^2} \right) + \left( 2 - \frac{4c_5}{3} \right) gaw \theta - \frac{2c}{3} \quad (2b)$$

$$\frac{\partial}{\partial t} \overline{q^2} = -\frac{\partial}{\partial z} \overline{q^2} + \frac{2c_6}{\tau_p} \left( \overline{q^2} - \frac{1}{3} \overline{q^2} \right) + \left( 2 - \frac{4c_5}{3} \right) gaw \theta - \frac{2c}{3} \quad (2c)$$
\[
\frac{\partial}{\partial t} u^2 = -\frac{\partial}{\partial z} u' w' - \frac{2c_s}{\tau_p} \left( u^2 - \frac{1}{3} q^2 \right) + \frac{2c_s}{3} \frac{\alpha w}{\theta} - \frac{2e}{3} \tag{2b}
\]

\[
\frac{\partial}{\partial t} w^2 = -\frac{\partial}{\partial z} w^2 \theta - 2c_s \frac{\alpha w}{\tau_p} - w^2 \frac{\partial T}{\partial z} - (1 - c_\gamma) \frac{\alpha w}{\theta} \tag{2c}
\]

\[
\frac{\partial}{\partial t} \theta^2 = -\frac{\partial}{\partial z} \theta^2 \frac{\alpha w}{\tau} - 4c_s \frac{\alpha w}{\tau} \frac{\partial T}{\partial z} \tag{2d}
\]

\[
q^2 = \overline{w^2} = 2u^2. \tag{2e}
\]

Here, \( T \) is the mean potential temperature, \( w \) and \( \theta \) are the fluctuating parts of the vertical component of the velocity and the potential temperature, respectively, \( w^2 \) and \( \theta^2 \) are the vertical and horizontal components of twice the turbulent kinetic energy; \( \theta^2 \) is the vertical turbulent heat flux, \( \theta^2 \) is the variance of \( \theta \), \( g \) is the gravitational acceleration, \( \alpha \) is the coefficient of thermal expansion, \( e \) is the dissipation rate, and \( \tau \) is a dynamic time scale:

\[
\tau = \frac{\theta^2}{e}. \tag{2f}
\]

The parameterizations of \( e \) and \( \tau \) will be discussed in section 7; \( \tau_p \) is the return-to-isotropy time scale discussed in appendix A, and the various \( c \)'s are model constants.

### 3. TOM equations with modified pressure correlations

To solve Eqs. (2a)–(2d), one needs the TOMs that appear as the first term on the rhs of these equations. The dynamic equations for the TOMs are listed in appendix B, in which we basically follow André et al. (1982) for the closures of the pressure correlations and the dissipation terms, except that we made a modification to the parameterization of the pressure correlation \( \Pi'_0 \) defined in (B7)]. The new parameterization is

\[
\Pi'_0 = \frac{2c_s}{\tau} \left( \frac{\alpha w}{\theta} - \frac{1}{3} \overline{\delta_j \delta_k u_j u_k} \right) + c_{11} g \overline{\delta_j \delta_k u_j \theta_k} + \frac{2c_s}{\tau} \delta_j \mu_j \overline{u_j \theta}. \tag{3}
\]

As discussed in detail in appendix B, the new parameterization (3), being free of the \( g \) \( \delta_j \delta_k \theta \) term, removes a difficulty associated with the widely used closure for \( \Pi'_0 \) that violated the “realizability conservation” described by André et al. (1982).

With the closures for the dissipation and the pressure terms presented in appendix B, the TOM equations read

\[
\frac{\partial}{\partial t} \overline{u'_m \theta} = -\frac{\partial}{\partial z} \overline{u'_m w' \theta} + \frac{\partial}{\partial z} \overline{w' \theta} - \frac{\partial}{\partial z} \overline{u'_m \theta} - \frac{\partial}{\partial z} \overline{\theta \theta} + \frac{2c_s}{\tau} \frac{\alpha w}{\theta} \overline{u'_m \theta} + \frac{\lambda}{\theta} \overline{u'_m \theta \delta_j} + \frac{\lambda}{\theta} \overline{u'_m \theta \delta_k} + \frac{\lambda}{\theta} \overline{u'_m \theta \delta_j} + \frac{\lambda}{\theta} \overline{u'_m \theta \delta_k}, \tag{4a}
\]

\[
\frac{\partial}{\partial t} \overline{u'_m \theta} = -\frac{\partial}{\partial z} \overline{u'_m w' \theta} + \frac{\partial}{\partial z} \overline{w' \theta} - \frac{\partial}{\partial z} \overline{u'_m \theta} - \frac{\partial}{\partial z} \overline{\theta \theta} + \frac{2c_s}{\tau} \frac{\alpha w}{\theta} \overline{u'_m \theta} + \frac{\lambda}{\theta} \overline{u'_m \theta \delta_j} + \frac{\lambda}{\theta} \overline{u'_m \theta \delta_k} + \frac{\lambda}{\theta} \overline{u'_m \theta \delta_j} + \frac{\lambda}{\theta} \overline{u'_m \theta \delta_k}, \tag{4b}
\]

\[
\frac{\partial}{\partial t} \overline{w' \theta} = -\frac{\partial}{\partial z} \overline{w' w' \theta} + 2 \overline{w' \theta} \overline{\theta \theta} + \frac{\partial}{\partial z} \overline{w' \theta} + 2 \beta \overline{w' \theta} - \frac{2c_s}{\tau} \frac{\alpha w}{\theta} \overline{w' \theta} + \lambda \overline{w' \theta \delta_k} + \lambda \overline{w' \theta \delta_j}, \tag{4c}
\]

\[
\frac{\partial}{\partial t} \overline{\theta^2} = -\frac{\partial}{\partial z} \overline{\theta^2 \theta} + 3 \overline{\theta \theta} \overline{\theta \theta} + 3 \beta \overline{\theta^2 \theta} - \frac{2c_{10}}{\tau} \overline{\theta}, \tag{4d}
\]

where

\[
\beta = -\frac{\partial T}{\partial z}, \quad \lambda = (1 - c_{11}) g \alpha. \tag{4e}
\]

To solve (4a)–(4d) for the TOMs, one needs expressions for the FOMs.

### 4. FOMs: Previous models

Most previous FOM models employed the quasi-normal (QN) approximation (see, e.g., Tatsumi 1957; O’Brien and Francis 1962; Ogura 1962; Zeman and Lumley 1976; André et al. 1976, 1978; Bougeault 1981; Chen and Cotton 1983; Moeng and Randall 1984; Cunato et al. 1994, 2001):

\[
\overline{w^2 \theta} \mid_{\text{ON}} = 3 \overline{w^2} \overline{\theta^2}, \quad \overline{w^2 \theta} \mid_{\text{ON}} = 3 \overline{w^2} \overline{\theta^2},
\]

\[
\overline{w^2 \theta} \mid_{\text{ON}} = 3 \overline{w^2} \overline{\theta^2}, \quad \overline{w^2 \theta} \mid_{\text{ON}} = 3 \overline{w^2} \overline{\theta^2},
\]

\[
\overline{w^2 \theta} \mid_{\text{ON}} = 3 \overline{w^2} \overline{\theta^2}, \quad \overline{w^2 \theta} \mid_{\text{ON}} = 3 \overline{w^2} \overline{\theta^2}. \tag{5a}
\]

Using (5a), we have solved (4a)–(4d) for the TOMs in the PBL under stationary conditions. The algebraic solutions for \( w^2 \), \( w^2 \theta \), \( w^2 \), and \( \theta^2 \) contain a common denominator \( D_1 \), while the algebraic solutions for \( u^2 \theta \) and \( u^2 \theta \) contain a common denominator \( D_2 \):

\[
D_1 = 9(1 - c_{11}) \overline{\theta^2} + 4c_s (3c_s + 7c_{10})(1 - c_{11}) \overline{\theta^2} + 16c_{10}^2 c_{10},
\]

\[
D_2 = 4c_s^2 - (1 - c_{11}) \overline{\theta}. \tag{5b}
\]
where:

\[ x = \tau^2 g \alpha \beta. \]  

(5c)

The details of the numerators are unimportant for this discussion. In the unstable case (\( \beta > 0 \)), \( D_1 \) may become zero at some critical value of \( x \sim 20 \) and \( D_2 \) may become zero at some larger value of \( x \). The critical value (~20) is easily reachable in the convective PBL. Close to the critical value the TOMs grow explosively and violate the realizability condition derived from Schwarz’s generalized inequalities (André et al. 1976):

\[
|abc| \leq \min \left\{ \left[ a^2 \left( b^2 c^2 + bc^2 \right)^{1/2} \right], \left[ b^2 \left( a^2 c^2 + ac^2 \right)^{1/2} \right], \left[ c^2 \left( a^2 b^2 + ab^2 \right)^{1/2} \right] \right\},
\]

(5d)

where \( a, b, \) and \( c \) stand for any of \( u, w, \) and \( \theta \). To prevent this from happening, Canuto et al. (2001) proposed an ad hoc procedure to limit the value of \( x \) in the unstable case; as a result, the eddy sizes are chopped down and thus the transport is weakened. In the stable case (\( \beta < 0 \)), Moeng and Randall (1984) pointed out that Eqs. (4a), (4b) under QN lead to a “wave equation”:

\[
\frac{\partial^2}{\partial t^2} w^3 = 3 \lambda \beta w^3 + \text{other terms}
\]

(5e)

with an oscillation frequency given by

\[ f = (-3 \lambda \beta)^{1/2}. \]

(5f)

This occurs in the upper part of the convective PBL. Similar wave equations resulted from other TOM equations. The oscillations generated by these wave equations occur in the numerical simulations but are not observed in the PBL and thus are spurious.

Although it is well known that the use of the QN for the FOMs can cause erratic growth or oscillation of the TOMs, not much detailed analysis has been made in the context of turbulence modeling in the PBL.

5. FOMs: New nonlocal model

In the present study we propose a new model for the FOMs. Since the QN (zero cumulants) of the FOMs causes singular behaviors of the TOMs, the new FOMs must include nonzero cumulants. In principle, to formulate a new FOM model one should start with the dynamic equations of the FOMs, but this would bring about a new set of parameterizations for the pressure and dissipation terms, and most of all, the need to model the fifth-order moments. Here, we propose a new and simpler approach. Using as an input the LES data for the TOMs and SOMs, we derive information about the fourth-order cumulants.

To proceed, we first rewrite Eqs. (4a)–(4d) by subtracting from both sides the \( z \) derivatives of the QN expressions (5a). Assuming stationarity and rearranging terms, we obtain the following:

\[
\frac{\partial}{\partial z} \left( w^3 - \bar{w}^3 \right)_{QN} = -2c_8 \frac{\bar{w}^3}{\tau} + 3 \lambda \beta \bar{w}^3 - 3 \bar{w}^3 \frac{\partial}{\partial z} \bar{w}^3
\]

(6a)

\[
\frac{\partial}{\partial z} \left( \bar{w}^3 \theta - \bar{w}^3 \bar{\theta} \right)_{QN} = -2c_8 \frac{\bar{w}^3 \bar{\theta}}{\tau} + \beta \bar{w}^3 + 2 \lambda \bar{w}^3 - 2 \bar{w}^3 \frac{\partial}{\partial z} \bar{w}^3 - \bar{w}^3 \frac{\partial}{\partial z} \bar{w} \bar{\theta}
\]

(6b)

\[
\frac{\partial}{\partial z} \left( \bar{w}^3 \theta^3 - \bar{w}^3 \bar{\theta}^3 \right)_{QN} = -2c_8 \frac{\bar{w}^3 \bar{\theta}^3}{\tau} + 2 \beta \bar{w}^3 \bar{\theta} + \lambda \bar{w}^3 - \bar{w}^3 \frac{\partial}{\partial z} \bar{w} \bar{\theta} - 2 \bar{w} \bar{\theta} \frac{\partial}{\partial z} \bar{w}^3
\]

(6c)

\[
\frac{\partial}{\partial z} \left( \bar{w}^3 \bar{\theta}^3 \right)_{QN} = -2c_{10} \frac{\bar{\theta}^3}{\tau} + 3 \beta \bar{w}^3 \bar{\theta} - 3 \bar{w}^3 \frac{\partial}{\partial z} \bar{\theta}^3
\]

(6d)

\[
\frac{\partial}{\partial z} \left( \bar{u}^3 w^3 - \bar{u}^3 \bar{w}^3 \right)_{QN} = -2c_8 \frac{\bar{u}^3 \bar{w}^3}{\tau} + \lambda \bar{u}^3 \theta - \bar{u}^3 \frac{\partial}{\partial z} \bar{u}^3 - \bar{u}^3 \frac{\partial}{\partial z} \bar{u} \bar{w}^3
\]

(6e)

\[
\frac{\partial}{\partial z} \left( \bar{u}^3 \theta - \bar{u}^3 \bar{\theta} \right)_{QN} = -2c_8 \frac{\bar{u}^3 \bar{\theta}}{\tau} + \beta \bar{u}^3 \bar{\theta} - \bar{u}^3 \frac{\partial}{\partial z} \bar{u}^3 - \bar{u} \bar{\theta} \frac{\partial}{\partial z} \bar{u}^3
\]

(6f)

In (6a)–(6f), the lhs represent the \( z \) derivatives of the cumulants that we will parameterize as follows. We assume that the \( z \) derivatives of the cumulants can be approximated by appropriate linear combinations of the TOMs. This assumption assures that in the Gaussian limit, where the TOMs vanish, the FOMs become QN. We suggest the following expressions:

\[
\frac{\partial}{\partial z} \left( w^3 - \bar{w}^3 \right)_{QN} = p_1 \frac{\bar{w}^3}{\tau}
\]

(7a)

\[
\frac{\partial}{\partial z} \left( \bar{w}^3 \theta - \bar{w}^3 \bar{\theta} \right)_{QN} = p_2 \frac{\bar{w}^3 \bar{\theta}}{\tau} + d_1 \beta \bar{w}^3
\]

(7b)

\[
\frac{\partial}{\partial z} \left( \bar{w}^3 \theta^3 - \bar{w}^3 \bar{\theta}^3 \right)_{QN} = p_3 \frac{\bar{w}^3 \bar{\theta}^3}{\tau} + d_2 \beta \bar{w}^3 \bar{\theta}
\]

(7c)
The $p$ and $d$ constant values are then chosen so that (7a)–(7f) best match the full expressions (6a)–(6f) using as input the steady-state LES data for the TOMs and SOMs by Mironov et al. (2000). This simulates a convective PBL with 1-km top height and 50-m grid spacing, a resolution sufficiently high for the purpose of examining steady-state budgets of the closure model, and provides SOM and TOM statistics of the resolved scales (section 2b of Gryanik and Hartmann 2002). We also used the aircraft data on the FOMs to further adjust these constants. The best values were chosen as whole numbers for simplicity and are listed in Table 1. To show to what extent the model (7a)–(7f) approximates the LES data for (6a)–(6f), the $z$ derivatives of the cumulants are plotted in Fig. 1. The thick solid lines represent Eqs. (7a)–(7f), the thin solid lines represent Eqs. (6a)–(6f), and the dashed lines represent the Gryanik and Hartmann (2002) model; finally, the dotted lines represent the QN. All the $z$ derivatives of the cumulants have been normalized with appropriate combinations of the PBL height $h$, the Deardorff velocity scale $w_a$, and the temperature scale $\theta_a$:

$$w_a = (g o h \theta)_{surf}^{1/3}, \quad w_a \theta_a = \overline{w \theta} \big|_{surf}. \quad (7g)$$

Figure 1 shows that (7a)–(7f) is a better approximation than the others. It must be noted that the comparison between (6a)–(6f) and (7a)–(7f) is not as good below $z/h = 0.2$ or close to the PBL top, probably because the LES data for the TOMs only contain the resolved component and miss the subgrid component, which is increasingly important near the surface and the top. Although the LES subgrid component for the TOMs is not available, in the case of the SOMs, the subgrid component can be of the same order of magnitude as the resolved component for $z/h < 0.2$ and can overwhelm the resolved component for $z/h < 0.1$. An example is Fig. 18 of Moeng and Sullivan (1994), for PBLs driven by both shear and buoyancy, with grid spacing of 10 m. In general, coarse numerical resolution and the lack of a reliable subgrid model make the LES less accurate near the boundaries. Thus the comparison in those regions is not to be taken too seriously.

The new FOM model (7a)–(7f) can be rewritten as follows: New FOM model:

$$\bar{w}^3 = \bar{w}^3|_{QN} + p_1 \int_0^z \frac{\bar{w}^3}{\tau} dz \quad (8a)$$

$$\bar{w}^2 = \bar{w}^2|_{QN} + \int_0^z \left( p_2 \frac{\bar{w}^2}{\tau} + d_2 \bar{w} \bar{w}^\prime \right) dz \quad (8b)$$

$$\bar{w}^3 = \bar{w}^3|_{QN} + \int_0^z \left( p_3 \frac{\bar{w}^3}{\tau} + d_3 \bar{w} \bar{w}^\prime \right) dz \quad (8c)$$

$$\bar{w}^4 = \bar{w}^4|_{QN} + \int_0^z \left( p_4 \frac{\bar{w}^4}{\tau} + d_4 \bar{w} \bar{w}^\prime \right) dz \quad (8d)$$

$$\bar{u}' \bar{w} = \bar{u}' \bar{w}|_{QN} + \int_0^z \left( p_5 \frac{\bar{u}' \bar{w}}{\tau} + d_5 \bar{u}' \bar{u}^\prime \right) dz \quad (8e)$$

$$\bar{u}' \bar{w}^\prime = \bar{u}' \bar{w}^\prime|_{QN} + \int_0^z \left( p_6 \frac{\bar{u}' \bar{w}^\prime}{\tau} + d_6 \bar{u}' \bar{u}' \right) dz \quad (8f)$$

which highlights the nonlocal nature of the FOM closure model. The choice of the constants $p$ in Table 1 effectively modifies the coefficients of the slow terms in the TOM equations, and thus helps provide adequate damping that was lacking in previous models. In addition, the choice of the constants $d$ in Table 1 makes the $z$ derivatives of the cumulants cancel out the $\beta$ terms in the TOM equations, as will be shown in (9a)–(9f). Zeman and Lumley (1976), assuming zero cumulants, neglected $\beta$ terms in (4b), (4c) arguing that they are small, while keeping the similar term in (4d). Here we argue that the $\beta$ terms in (4b), (4c), and (4d) are canceled out by the nonzero cumulants. This argument is supported by the TOM equations and the LES data as presented in Fig. 1. For example, Fig. 1f shows that the lhs of (6f) can be replaced by the rhs of (7f), thus the $\beta$ terms cancel in (6f). In addition, the cancellation of the $\beta$ terms in (4b)–(4d) not only greatly simplifies the TOM equations, but also avoids the singularities in the unstable case and eliminates the source of the spurious oscillations in the stable case. Thus, in the following formulae, we will insert the values of the $d$’s in Table 1, while retaining the $p$’s as parameters since they may be further tuned when more data become available.

To assess the validity of the new FOM model, we compare (8a)–(8f) with the measured data by plotting the modeled FOMs with the SOMs and TOMs from the LES data (Mironov et al. 2000) as input, versus $z/h$ ($h$ is the PBL height). In Fig. 2, the thick solid lines represent the new model results, the filled circles represent the aircraft data of Hartmann et al. (1999), the dashed and dotted lines represent the model results of Gryanik and Hartmann (2002) and QN, respectively.

The kurtosis of $w$ from the models and from the aircraft data is plotted in Fig. 2e. Our model results as shown in the figure coincide with the measurements of

| Table 1. Constants for the non-Gaussian FOM model. |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $p_1$ | $p_2$ | $p_3$ | $p_4$ | $p_5$ | $d_1$ | $d_2$ | $d_3$ | $d_4$ |
| 4 | 4 | 2 | 1 | 0 | 0 | 1 | 2 | 3 | 1 |
Fig. 1. Normalized $z$ derivatives of the fourth-order cumulants vs the normalized height $z/h$ in a convective PBL, using the LES data of Mironov et al. (2000) for lower-order moments as input. The thick solid lines represent results from the present FOM model (7a)-(7f), the thin solid lines represent results from the TOM budget Eqs. (6a)-(6f), the dashed lines represent the model of Gryani̇k and Hartmann (2002), and the dotted lines represent the QN (zero valued).
The normalized FOMs are plotted vs $z/h$ in a convective PBL, using the LES data of Mironov et al. (2000) for lower-order moments as input. The solid lines represent results from the present model (8a)–(8f), the dashed lines represent results from the recent model of Gryaznik and Hartmann (2002), and the dotted lines represent the QN. The filled circles are the aircraft data of Hartmann et al. (1999). (e) The kurtosis of $w$ is plotted vs $z/h$. The thick solid line represents the result from the new model, the dashed line represents the result from the model of Gryaznik and Hartmann (2002), and the dotted line represents the QN; for comparison the aircraft data are the filled circles. (f) The $w$-kurtosis $K_w$ is plotted vs $w$-skewness $S_w$ using the new model (thick solid line), the model of Gryaznik and Hartmann (2002; dashed line), and the QN (dotted line); for comparison the aircraft data are the filled circles, and the empirical formula $K_w = 2.3 \left( S_w^2 + 1 \right)$ is the thin solid line.
w kurtosis by Lenschow et al. (1994, 2000) who stated that “the kurtosis increases with height from around 3 to about 5 near 0.9 \( z/z_i \) . . . Above 0.9\( z/z_i \) the kurtosis increases sharply”.

In Fig. 2f we plot the \( w \)-kurtosis \( K_w \) versus skewness \( S_w \) from the new model (thick solid line) and from Gryanik and Hartmann (2002; dashed line) to be compared with the aircraft data (filled circles), and with the empirical formula (Alberghi et al. 2002; thin solid line):

\[
K_w = 2.3(S_w^2 + 1). 
\]

For the purpose of comparing the model with the FOM data, we assume that near the surface the cumulants, the integrals in (8a)–(8f), are small so that we can neglect them (i.e., assume QN) for \( z/h < 0.1 \) and reset the lower limits of these integrals to 0.1h for \( z/h > 0.1 \). With this approximation, in plotting Fig. 2 the spurious contributions due to the inaccurate LES data near the surface can be excluded, and in the PBL simulations, the sensitivities related to the boundary conditions are reduced. Judging from the comparisons with these data, the new model exhibits significant improvements as compared with QN and the Gryanik and Hartmann (2002) model. The FOM \( \overline{\theta} \) is not directly needed in the present TOM model.

The nonlocality of Eqs. (8a)–(8f) is worth additional comment. Figure 2e shows that near the PBL top while the skewness \( S_w \) approaches zero, the kurtosis \( K_w \) does not approach the Gaussian value of 3, in fact, it continues to increase with height, in consistency with Lenschow et al. (1994, 2000)’s measurements. A local expansion of FOMs in terms of TOMs, as done by previous authors, such as Gryanik and Hartmann (2002), that yields \( K_w = 3 + S_w^2 \), cannot account for this feature. Our suggestion is that the relation between TOMs and FOMs must be nonlocal, so, for example, the value of \( w^3 \) at a given height \( z \) depends not only on the value of \( w^3 \) at that \( z \) (which may be small) but more generally on the values of \( w^3 \) at other \( z's \). Such nonlocal relations between TOMs and FOMs are expressed by Eqs. (8a)–(8f).

6. New TOM model with new FOMs

Next, we employ the new FOM expressions (8a)–(8f) in the TOM Eqs. (4a)–(4d), with the values of \( d's \) as specified in Table 1, but leaving \( p's \) as free parameters. The resulting equations are simpler than in previous models and more importantly, they are singularity-free.

The full equations are as follows:

**New prognostic TOM model:**

\[
\frac{\partial}{\partial t} \overline{w^3} = -(2c_8 + p_1) \frac{\overline{w^3}}{\tau} + 3\lambda w^3 \overline{w^3} - 3w^2 \frac{\partial}{\partial z} w^2 \]  

(9a)

\[
\frac{\partial}{\partial t} \overline{w^2 \theta} = -(2c_2 + p_2) \overline{w^2 \theta} + 2\lambda w^2 \overline{w^2} \frac{\partial}{\partial z} \overline{w^2 \theta} \]  

(9b)

\[
\frac{\partial}{\partial t} \overline{w^2 \theta^2} = -(2c_3 + p_3) \overline{w^2 \theta^2} + \lambda \overline{w^2 \theta^2} - w^2 \frac{\partial}{\partial z} \overline{w^2 \theta^2} \]  

(9c)

\[
\frac{\partial}{\partial t} \overline{w^2 \theta^3} = -(2c_4 + p_4) \overline{w^2 \theta^3} + \lambda w \overline{w^2 \theta^3} - w^2 \frac{\partial}{\partial z} \overline{w^2 \theta^3} \]  

(9d)

\[
\frac{\partial}{\partial t} \overline{w^2 \theta^4} = -(2c_5 + p_5) \overline{w^2 \theta^4} + \lambda w^2 \overline{w^2 \theta^4} - w^2 \frac{\partial}{\partial z} \overline{w^2 \theta^4} \]  

(9e)

\[
\frac{\partial}{\partial t} \overline{w^2 \theta^5} = -(2c_6 + p_6) \overline{w^2 \theta^5} + \lambda w^3 \overline{w^2 \theta^5} - w^2 \frac{\partial}{\partial z} \overline{w^2 \theta^5} \]  

(9f)

All the resulting TOM expressions exhibit the structure of a linear combination of the \( z \) derivatives of the SOMs first discussed in Canuto et al. (1994, 2001). In (10a)–(10f), the diffusivities \( A's \) are given by:

\[
A_1 = (a_1 \overline{w^2} + a_2 \overline{w \theta} \overline{w}), \quad A_2 = (a_3 \overline{w^2} + a_4 \overline{w \theta} \overline{w}), \quad A_3 = a_5 \overline{w \theta},
\]

\[
A_4 = a_7 \overline{w \theta}, \quad A_5 = (a_6 \overline{w^2} + a_8 \overline{w \theta} \overline{w}), \quad A_6 = (a_9 \overline{w^2} + a_{10} \overline{w \theta} \overline{w}), \quad A_7 = a_{11} \overline{w \theta},
\]

\[
A_8 = (a_{12} \overline{w \theta} \overline{w}), \quad A_9 = (a_{13} \overline{w^2} + a_{14} \overline{w \theta} \overline{w}), \quad A_{10} = (a_{15} \overline{w^2} + a_{16} \overline{w \theta} \overline{w}), \quad A_{11} = a_{18} \overline{w \theta}. \]  

(11)
The coefficients $a$’s in (11) are constants that can be derived from the basic constants $c_0, c_{10}, c_{11}$, and the $p$’s as given in appendix C. Their values are listed in Tables 1–3.

There are several new features of the new TOM expressions (10a)–(10f) worth noting. In the unstable case, they are free of the singularity problems discussed in section 4, because there are no denominators akin to (5b). In the stable case, the $\beta$ terms, which appeared in the original equations and constituted the restoring force terms of the wave equations, have been cancelled out by the $\gamma$ derivatives of the nonzero cumulants, no wave equations are formed from (9a)–(9f) and thus the spurious oscillation discussed in section 4 are no longer present. Finally, both the TOM budget equations and the algebraic expressions are significantly simplified as compared with the earlier models using the QN (Canuto et al. 1994, 2001). The much greater stability gained from removing the dependence on $\beta$ from the TOM equations was noticed by Kupka (1999).

### 7. PBL simulation

Using the present model we run a full numerical simulation for a convective PBL. The mean temperature Eq. (1) and the SOM Eqs. (2a)–(2d) were integrated in time to reach a quasi-stationary state. The TOMs appearing in (2a)–(2d) were calculated using the algebraic model (10a)–(10f); the latter have been obtained by using the new FOMs (8a)–(8f). The dissipation rate $\epsilon$ and the time scale $\tau$ are parameterized through the length scale $\ell$:

$$
\epsilon = \frac{q^3}{B_1 \ell}, \quad \tau = \frac{1}{\ell}, \quad \ell = \frac{1}{\ell_0} + \frac{1}{\ell_S} + \frac{1}{\ell_B},
$$

(12a)

where $B_1 = 19.3$ (Cheng et al. 2002), $\ell_0 = 0.15h$ where $h$ is the PBL height (Moeng and Randall 1984), while the surface length $\ell_S$ is according to Nakanishi (2001):

$$
\ell_S = \begin{cases} 
\frac{\kappa z}{3.7}, & \zeta \geq 1 \\
\kappa(1 + 2.7\zeta)^{-1}, & 0 \leq \zeta < 1 \\
\kappa(1 - 100\zeta)^{0.2}, & \zeta < 0
\end{cases}
$$

(12c)

Here, $\kappa = 0.4$ is the von Kármán constant, $\zeta = z/L_M$ and $L_M = -u^2/[kgw\theta]_{\text{root}}$ is the Obukhov length. However, for (12c) to work properly in the purely buoyancy-driven PBL where $L_M = 0$, we found it necessary to modify (12c); accordingly we took $\zeta = -5z/h$ instead.

### 8. Conclusions

While local turbulence models severely underestimate the turbulent transport in the convective PBL, previous nonlocal models, most of which employ the quasi-normal approximation, have their own problems. The quasi-normal approximation fails to provide appropriate damping of the TOMs in both the stable and the unstable cases, causing singular or oscillating behavior in the PBL. The clipping approximation relieved the problem but the damping is minimal and not suffi-
Fig. 3. Mean potential temperature $T$, normalized SOMs, and $e$ vs $z/h$ resulting from a numerical simulation of a convective PBL described in section 7; $e$ has been normalized by $u^2_*/h$. The solid lines represent the new model, the dot–dashed lines represent the LES data of Mironov et al. (2000), and the filled circles represent the aircraft data of Hartmann et al. (1999). In (d), the larger values of $u^2$ in the aircraft data are due to the nonzero wind condition, while the LES used was made under zero mean wind condition, resulting in smaller values of $u^2$ [see section 2c of Gryanik and Hartmann (2002) for details].
cient. Adding a diffusion term lacks theoretical basis and the results are sensitive to the arbitrary coefficient. In addition, previous models derived from the dynamic equations were quite complex.

In this study we have addressed the above issues. We started by modifying a popular parameterization of the pressure correlation in the TOM equations to ensure the realizability conservation. We then parameterized $F_{ig}$. Same as Fig. 3 but for normalized $e_n$ and TOMs; $e_n$ has been normalized by $w_n^2/h$.
Fig. 5. Normalized FOMs vs $z/h$ according to the FOM model (8a)–(8f), as solid lines, using $T$, SOMs, and TOMs resulting from the numerical simulation of a convective PBL as input, with QN FOMs as dotted lines. The filled circles represent the aircraft data of Hartmann et al. (1999).
the fourth-order cumulants by analyzing the balanced TOM equations, aided by the LES data for TOMs and SOMs. The new TOM model is based on the new FOMs and improved pressure correlations.

The new, non-Gaussian FOMs seem to provide appropriate damping to the TOMs: in the unstable region, which corresponds to the lower part of the convective PBL, the TOM expressions are now free of the singularity that caused the TOM to diverge; in the stable region, which corresponds to the upper part of the convective PBL, the source of the reported spurious oscillation is canceled out by part of the nonzero cumulants in the new FOMs.

Numerical simulation of a convective PBL was performed using the new model, yielding results that compare well with the LES and measured aircraft data. The new FOM model was then further verified by substituting back the SOMs and TOMs from the PBL simulation. A natural extension of the present study is to include the shear effects in the FOM and TOM models and that shall be considered as a future research topic.

**Acknowledgments.** We thank Drs. V. M. Gryanik, J. Hartmann, D. V. Mironov, and F. Kupka for kindly providing us with the LES and aircraft data and for useful discussions.

**APPENDIX A**

**SOMs: Nonlocal Model**

To facilitate the discussion, we list the dynamic, second-order closure equations in the convective PBL (see, e.g., Canuto 1992).

Mean potential temperature $T$:

$$\frac{\partial T}{\partial t} = -\frac{\partial}{\partial z} \bar{w} \bar{\theta},$$  \hspace{1cm} \text{(A1)}

where $w$ and $\theta$ are the fluctuating parts of the vertical component of the velocity and the potential temperature, respectively, and $\bar{w} \bar{\theta}$ is the vertical component of the heat flux $\bar{u} \bar{\theta}$. Heat flux $\bar{u} \bar{\theta}$:

$$\frac{\partial}{\partial t} \bar{u} \bar{\theta} = -D_H^{\theta} - \bar{u} \bar{w} \frac{\partial T}{\partial z} + g \alpha \bar{\theta} \bar{\delta}_{3\bar{u}} - \Pi_{ij}^{\theta},$$ \hspace{1cm} \text{(A2)}

where $g$ is the gravitational acceleration, $\alpha$ is the coefficient of thermal expansion, $D_H^{\theta}$ is the TOM term, and $\Pi_{ij}^{\theta}$ is the pressure–temperature correlation (to be defined below). Reynolds stresses $\bar{u} \bar{v}$:

$$\frac{\partial}{\partial t} \bar{u} \bar{v} = -D_{uv}^{\theta} + g \alpha \bar{u} \bar{\theta} \bar{\delta}_{3\bar{u}} + \bar{u} \bar{w} \frac{\partial T}{\partial z} - \Pi_{ij}^{\theta} - \frac{2}{3} \bar{\varepsilon} \bar{\delta}_{ij},$$ \hspace{1cm} \text{(A3)}

where $D_{ij}$ is the TOM term, $\Pi_{ij}$ is the pressure–velocity correlation, and $\bar{\varepsilon}$ is the dissipation rate of turbulent kinetic energy:

$$\bar{\varepsilon} = \frac{1}{2} \frac{\partial^{2} q}{\partial t}, \quad q^2 = u_i u_j.$$ \hspace{1cm} \text{(A4)}

Potential temperature variance $\bar{\theta}^2$:

$$\frac{\partial}{\partial t} \bar{\theta}^2 = -D^{\theta \theta} - 2 \bar{w} \bar{\theta} \frac{\partial T}{\partial z} - 2 \bar{\varepsilon} \bar{\theta},$$ \hspace{1cm} \text{(A5)}

where $D^{\theta \theta}$ is the TOM term and $\bar{\varepsilon} \bar{\theta}$ is the dissipation rate of $\bar{\theta}$. In the above equations, the TOM terms are defined as follows:

$$D_{ij}^{\theta} = \frac{\partial}{\partial z} \bar{u}_{ij} \bar{\theta}, \quad D_{ij}^{\theta \theta} = \frac{\partial}{\partial z} \bar{w}_{ij} \bar{\theta}, \quad D^{\theta \theta} = \frac{\partial}{\partial z} \bar{w} \bar{\theta},$$ \hspace{1cm} \text{(A6)}

while the pressure–correlations terms are defined as follows:

$$\rho_0 \Pi_{ij} = \bar{\theta} \frac{\partial p}{\partial x_i}, \quad \rho_0 \Pi_{ij} = u_i \frac{\partial p}{\partial x_j} + u_j \frac{\partial p}{\partial x_i},$$ \hspace{1cm} \text{(A7)}

where $\rho_0$ is the reference density and $p$ is the fluctuating part of the pressure. We adopt the following closure for the pressure correlations (Zeman and Lumley 1979; Canuto 1992):

$$\Pi_{ij} = \frac{2 c_4}{\tau_p} \left( \bar{u} \bar{v}_{ij} - \frac{1}{3} \bar{q}^2 \bar{\delta}_{ij} \right) + c_5 g \alpha \bar{u} \bar{\theta} \bar{\delta}_{3\bar{u}} - \frac{2}{3} \bar{\delta}_{ij} \bar{w} \bar{\theta} \bar{\delta}_{3\bar{u}}.$$ \hspace{1cm} \text{(A8)}

and the dissipation rates are parameterized in terms of a dynamic time scale $\tau$:

$$\bar{\varepsilon} = \frac{\bar{q}^2}{\tau}, \quad \bar{\varepsilon} = \frac{2 c_2}{\tau} \bar{\theta}^2, \hspace{1cm} \text{(A10)}$$

$\tau_p$ is the return-to-isotropy time scale (Canuto et al. 1994):

$$\tau_p = \frac{\tau}{1 + C_w N^2 \tau}.$$ \hspace{1cm} \text{(A11)}

$N^2 = g \alpha \frac{\partial T}{\partial z}.$ \hspace{0.5cm} $C_w = \begin{cases} 0 & \text{if } N^2 \leq 0 \\ 0.04 & \text{if } N^2 > 0 \end{cases}$ \hspace{1cm} \text{(A12)}

and $c_2$ and $c_7$ are model constants, which are the same as in Canuto et al. (1994), are given in Table 2.

**APPENDIX B**

**TOM Equations and Modified Closure for $\Pi_{ij}^{\theta}$**

Following André et al. (1982), the TOM equations are
\[
\frac{\partial}{\partial t} u_{ij} w = -D_{ij3} + u_{ij} \frac{\partial w^2}{\partial z} + u_{ijw} \frac{\partial P}{\partial z} + u_{jw} \frac{\partial P}{\partial z} \] 
\[+ g \alpha(u_{ij} \theta + u_{ijw} \delta_{ij} + u_{jw} \delta_{ij}) - \Pi_{ij3} - e_{a \theta \theta} \] 
(B1)

\[
\frac{\partial}{\partial t} u_{ij} \theta = -D_{ij} + u_{ij} \frac{\partial w \theta}{\partial z} + u_{ijw} \frac{\partial \theta}{\partial z} + u_{jw} \frac{\partial \theta}{\partial z} - \Pi_{ij} - e_{a \theta \theta} \] 
(B2)

\[
\frac{\partial}{\partial t} \theta^3 = -\frac{\partial w \theta^3}{\partial z} + 3 \theta^2 \frac{\partial \theta}{\partial z} - 3 \theta \frac{\partial T}{\partial z} - e_{\theta \theta \theta} \] 
(B3)

where \(D\)'s are the FOM terms,
\[
D_{ij3} = \frac{\partial}{\partial z} u_{ij} w, \quad D_{ij} = \frac{\partial}{\partial z} u_{ij} \theta, \quad D_{ij}^\theta = \frac{\partial}{\partial z} u_{ij} \theta^3, 
\] 
(B5)

and \(\Pi\)'s are the pressure–correlations terms,
\[
\rho_0 \Pi_{ij3} = u_{ij} \frac{\partial P}{\partial z} + u_{ijw} \frac{\partial P}{\partial z} + u_{jw} \frac{\partial P}{\partial z}, \quad \] 
(B6)

\[
\rho_0 \Pi_{ij} = u_{ij} \theta \frac{\partial P}{\partial z} + u_{ijw} \theta \frac{\partial P}{\partial z} + u_{jw} \theta \frac{\partial P}{\partial z}, \quad \rho_0 \Pi_{ij}^\theta = \theta^2 \frac{\partial P}{\partial z}, \quad \] 
(B7)

while \(\varepsilon\)'s are the dissipation rates. Following André et al. (1982), use of the isotropy at the dissipation scales gives:
\[
e_{a \theta \theta} = e_{a \theta \theta} = 0, \quad e_{a \theta \theta} = \frac{2c_{10}}{3} \delta_{ij} u_{ij} \theta, \quad e_{\theta \theta \theta} = \frac{2c_{10}}{\tau} \theta^3, \quad \] 
(B8)

where \(c_{10}\) is a model constant. The pressure correlation parameters are parameterized with a return-to-isotropy part and a fast part; the main reason for the introduction of the latter is to damp the triple correlations. We have
\[
\Pi_{ij3} = \frac{2c_s}{\tau} u_{ij} w + c_{11} g \alpha(u_{ij} \theta + u_{ijw} \delta_{ij} + u_{jw} \delta_{ij}) \] 
(B9)

\[
\Pi_{ij} = \frac{2c_s}{\tau} u_{ij} \theta^3 + c_{11} g \alpha \theta^3 \delta_{ij}, \] 
(B10)

The parameterization of \(\Pi^\theta_{ij}\), which appears in (B2), has been difficult, as pointed out by André et al. (1982). The widely used closure for the correlation \(\Pi^\theta_{ij}\)
\[
\Pi^\theta_{ij} = \frac{2c_s}{\tau} \left( u_{ij} \theta - \frac{1}{3} \delta_{ij} u_{ij} u_{ij} \theta \right) \] 
\[+ c_{11} g \alpha \left( u_{ij} \theta \delta_{ij} + u_{ijw} \theta \delta_{ij} - \frac{2}{3} \delta_{ij} \theta \delta_{ij} \right) - \frac{2c_s}{\tau} \delta_{ij} u_{ij} u_{ij} \theta \] 
(B11)

is not consistent with realizability conservation, since it does not ensure that \(\partial w \theta / \partial t = 0\) whenever \(u = 0\) (\(u\) is the \(x\) component of the fluctuating part of the velocity). To see this, using (B5), (B8), and (B11) in (B2) with \(i = j = 1\) one obtains
\[
\frac{\partial}{\partial t} w^2 \theta = -\frac{\partial}{\partial z} w^2 \theta + w \frac{\partial w \theta}{\partial z} \frac{\partial T}{\partial z} - \frac{2c_s}{\tau} w \theta \] 
\[+ \left( c_9 + \frac{c_8}{3} \right) \left( \frac{2}{3} - \frac{1}{3} u^2 \theta + \frac{2}{3} c_{11} g \alpha w \theta^2 \right). \] 
(B12)

Although the parenthesis \([c_9 + \frac{c_8}{3} - \frac{c_{11} \alpha w \theta^2}{3}]\) in (B12) has been taken as zero (André et al. 1982), the rhs still does not vanish when \(u\) vanishes because of the presence of the last term, this behavior is unphysical and may cause problems in the numerical simulations of the boundary layer. We have reviewed the parameterization process and propose a remedy to the situation, such that \(\Pi^\theta_{ij}\) is first divided into two parts (we have dropped \(\rho_0\) for simplicity):
\[
\Pi^\theta_{ij} = u_{ij} \theta \delta p / \delta x_j + u_{ijw} \delta p / \delta x_j + \left( u_{ij} \theta / \delta x_j + \delta u_{ij} \theta / \delta x_j \right) \] 
\[- \left( \delta \delta \delta / \delta x_j + \delta \delta \delta / \delta x_j \right). \] 
(B13)

On the rhs of (B13), the first parenthesis is the transport or diffusion part and can be neglected or modeled together with the fourth moment terms, for example, for \(i = j = 3\):
\[
\frac{\partial}{\partial t} (\theta \delta \delta / \delta x_j) = -\frac{\partial}{\partial z} (\theta \delta \delta / \delta x_j + 2 \delta \delta \delta / \delta x_j) + \text{other terms}, \] 
(B14)

where \(a\) is a parameter close to 1. The second parenthesis on the rhs of (B13) can be further split into a traceless part and a diagonal part and then separately parameterized as follows:
\[
-\left( \delta \delta \delta / \delta x_j + \delta \delta \delta / \delta x_j \right) = A + B, \] 
(B15)
where

\[ A = -\left( \rho \frac{\partial u_i}{\partial x_j} + \rho \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \rho \frac{\partial u_k}{\partial x_k} \right) \]

\[ = \frac{2c_a}{\tau} \left( \mu \mu \frac{\partial w}{\partial z} + \mu \frac{\partial w}{\partial z} \right) \]

\[ \quad + c_{11} \alpha \left( \mu \frac{\partial w}{\partial z} + \mu \frac{\partial w}{\partial z} - \frac{2}{3} \delta_{ij} w \right) \]

\[ B = -\frac{2}{3} \frac{\partial^2}{\partial x_k} \frac{\partial u_k}{\partial z} \]

In (B17) we have added the last term, which is new. Substituting (B5), (B8), and (B13), (B15)–(B17) in (B2) yields

\[ \frac{\partial}{\partial t} \frac{u_i}{\mu} \frac{\partial}{\partial \mu} \left( \frac{u_i}{\mu} \frac{\partial w}{\partial z} + \mu \frac{\partial w}{\partial z} \right) \]

\[ + \mu \frac{\partial w}{\partial z} - \frac{c_{11} \alpha (\mu \frac{\partial w}{\partial z} + \mu \frac{\partial w}{\partial z})}{2} \]

\[ + (c_g - c_3) \frac{2}{\tau} \frac{\partial \mu \mu}{\partial z} \]

\[ + (c_9 - c_12) \frac{2}{\tau} \frac{\partial \mu}{\partial z} \]  

We suggest that both the parentheses in the last two terms in (B18) must be zero in order to ensure the realizability conservation, that is, \( \partial u_i / \partial t = 0 \) whenever \( u = 0 \).

**APPENDIX C**

**Derived Constants for the New TOM Model (10a)–(10f)**

The new algebraic TOM model in (10a)–(10f) and (11) contains some derived constants that can be calculated from the more basic model constants:

\[ a_1 = \frac{3}{b_1}, \quad a_2 = \frac{3}{b_1 b_2}, \quad a_3 = \frac{6}{b_1 b_2 b_3}, \quad a_4 = \frac{12}{b_1 b_2 b_3 b_4}, \]

\[ a_5 = \frac{6}{b_1 b_2 b_3 b_4}, \quad a_6 = \frac{18}{b_1 b_2 b_3 b_4}, \quad a_7 = \frac{1}{b_2}, \quad a_8 = \frac{2}{b_2}, \]

\[ a_9 = \frac{4}{b_2 b_3}, \quad a_{10} = \frac{2}{b_2 b_3}, \quad a_{11} = \frac{6}{b_2 b_3 b_4}, \quad a_{12} = \frac{2}{b_3}, \]

\[ a_{13} = \frac{1}{b_3}, \quad a_{14} = \frac{3}{b_3 b_4}, \quad a_{15} = \frac{3}{b_4}, \quad a_{16} = \frac{1}{b_5}, \]

\[ a_{17} = \frac{1}{b_5 b_6}, \quad a_{18} = \frac{1}{b_5}, \]

(C1)

where

\[ b_i = 2c_a + p_i \quad \text{for } i = 1, 2, 3, 5, 6; \quad b_4 = 2c_{10} + p_4. \]

(C2)

We use the values for \( p_i \)’s as listed in Table 1 and the basic model constants \( c_g, c_{10}, \) and \( c_{11} \) as listed in Table 2. The resulting values of the derived constants in (C1) are listed in Table 3.
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