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Abstract—Using a smog-chamber-validated computer model for the photochemical kinetics of
C3H¢/NO, systems, it is shown that by proper choice of reactant concentrations and light in-
tensities, the reaction rates can be sufficiently accelerated to yield ozone formation times of 30 s
or less. These conditions permit study of photochemical smog formation in wind-tunnel-sim-
ulated atmospheric boundary layers with turbulent-mean flow velocities of 1/3 m s~ ! over test sec-
tions 10 m long. Advantages and limitations of this technique for studying inhomogeneous mixing
in reacting flows, the influence of complex topography and temperature inversions, and validation
studies of urban air pollution dispersion models, are discussed in some detail. The method is par-
ticularly attractive for fundamental studies of nonlinear interactions in chemically reacting turbu-
lent shear flows under controlled conditions unobtainable in real atmospheres. A specific exper-
iment is proposed wherein C3H,/NO, mixtures are injected into a wind tunnel boundary layer
in a test section irradiated by NO,-photolyzing ultraviolet lamps which drive the smog-forming
reactions.

INTRODUCTION

Since it was first detected in Southern California over 30 y ago, photochemical smog—a
condition associated with sunlight-induced chemical reactions of hydrocarbon (HC) and
nitrogen oxide (NO, = NO + NO,) emissions, primarily from automobiles—has become
increasingly important from the standpoint of pollution control. Not only are HC and
NO, recognized pollutants in themselves (Air Quality Criteria for Hydrocarbons, 1970; Air
Quality Criteria for Nitrogen Oxides, 1971), but the photochemical oxidants formed in the
atmosphere by their reactions, particularly ozone (O5) and peroxyacetyl nitrates (PAN),
are also noxious (Air Quality Criteria for Phetochemical Oxidants, 1970). Furthermore, as
aerometric data for these species has accrued—for example, from the Continuous Air
Monitoring Project (CAMP) of the U.S. Environmental Protection Agency (Larson,
1971)—it has become abundantly clear that photochemical oxidants are not confined to
the Los Angeles Basin, but are present in significant concentrations over other major cities
which rely on the automobile for transportation.
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Clearly, air chemistry plays a major role in determining ambient levels of HC. NO, and
photochemical oxidants, but to understand the relationship between the distribution of
these pollutants over a highway, a power plant or an entire city, and the distribution of
their emission sources, it is necessary to also account for advective transport and turbulent
mixing in the atmospheric boundary layer. Thus far, the coupling of all these processes has
been studied only theoretically using computer models of the reacting flow of pollutants
over cities (or parts of cities) subject to prescribed solar flux, meteorology and source emis-
sion distributions {Lamb and Seinfeld, 1973; Hoffert, 1972; Eschenroeder and Martinez,
1972; Seinfeld er al.. 1972). Generally speaking, these models arc approximate solutions
to the time-dependent conservation of mass equations for multicomponent gas mixtures
in a turbulent field. where the chemical source terms in these cquations are checked inde-
pendently in the absence of fluid dynamic effects against time-histories of HC, NO. NO,.
O, and PAN observed in laboratory smog chambers: the philosophy being that these
kinetic schemes can be combined with transport processes later. in models which. suttably
“tuned”, will replicate pollution concentration fields over actual urban regions. In princi-
ple. such validated dispersion models could serve as valuable tools in assessing the out-
comes of alternate pollution control strategies, in devising rational air monitoring systems.
in land use studies and highway planning, and in cost/benefit optimization.

It has unfortunately proven difficult and expensive to validate photochemical smog dis-
persion models for several reasons: First, there is the problem that the chemical kinetic
schemes are computationally cumbersome even in the case of a single reactive hydro-
carbon whereas urban atmospheres typically contain mixtures of large numbers of hydro-
carbons, each of which differs in the details of its photooxidation. This has led to a number
of approximations associated with the chemistry of real polluted air which are ditlicult to
check even in the absence of transport. Secondly, transport processes in urban atmos-
pheres proceed under conditions of complex topography and wind fields which arc often
chaotic over spatial resolution scales required for modelling. Finally, there are uncertain-
ties as to the proper form of the chemical source terms in a turbulent flow field which have
been touched on theoretically (Donaldson and Hilst, 1972: Lamb. 1973) but remain unre-
solved for lack of experimental confirmation. The result is that when model predictions
are compared with field observations from air monitoring networks. it is not clear what
factors the differences can be attributed to. In turn, this renders the tuning phase of model
development a largely empirical art and necessarily compromises the overall confidence
level of the model.

We wish to propose an experimental approach to the study of photochemical smog in
atmospheric boundary layers which we believe could resolve some of these ditficulties. The
basic idea is to generate photochemical smog species in the turbulent shear layer over a
wind tunnel test section irradiated by u.v. light, and to measure their distributions with
suitable instrumentation. This paper deals with the feasibility and applicability of such ex-
periments.

FLUID DYNAMIC SIMILITUDE
For chemically inert pollutants, wind-tunnel scale modelling of dispersal patterns from
isolated and distributed emission sources is a well-established simulation technique, par-
ticularly effective when topography and/or urban roughness effects (difficult or impossible
to capture in purely computational models) exert an important influence on the flow field
(Cermak, 1971; Sundaram et al., 1972; Hoydysh and Ogawa, 1972a. 1972b). The successful
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scaling of such experiments to determine the velocity, temperature and concentration fields
over real power plants, highways, urban complexes, etc. derives from the formal analogy
which exists between laboratory-scale boundary layers and full-scale atmospheric surface
layers when certain fluid dynamic similarity parameters are matched for the two flows. Un-
der the proper conditions, the laboratory experiment serves as a kind of analog computer
replicating the real flow field in a scaled-down, but controlable, manner.

For layers of thickness d, mean velocity u, and mean temperature T;, containing air of
density p, kinematic viscosity v, thermal conductivity k and constant-pressure specific heat
C,. these similarity parameters—derivable from nondimensionalized forms of the bound-
ary-layer momentum, energy and mass conservation equations (Snyder, 1972)}—include
the Reynolds number Re = u,d/v, the Prandtl number Pr = v/k and the Schmidt number
Sc¢; = v/D;; when molecular transports are important, where x = k/{(pC,) is the thermal dif-
fusivity, and D;; is the binary diffusion coefficient between species i and j; the Rossby
number

Ro = uy/(0Q)

when Coriolis forces are important, where Q is the angular velocity; and the Richardson
number

Ri=Y AeTjoz) _ goAT

VST ey T aT,

when thermal stratification or buoyancy forces are important, where g is the gravitational
acceleration, du/0z >~ u,/d is the vertical shear, AT is the temperature difference across the
layer and 0T/6z ~ AT/ is the temperature gradient (in the atmospheric boundary layer
this is replaced by the potential temperature gradient, 30/6z = 6T/dz + I', where I' =
—g/C, ~ —9.8°C km™ ' is the adiabatic lapse rate—note also that nearly all atmospheric
boundary-layer theories embody the Boussinesq approximation: AT/T, < 1). In simula-
tions of buoyant plume rise, the Froude number Fr = Ri™ 2 is often used as an alternate
stratification parameter.

Generally speaking, the atmospheric boundary layer is in a state of turbulent motion
wherein the velocity vector, the temperature and the concentration of a generic (ith) chemi-
cal specie are expressibleas U = (w,o,w) =@+ ', 7+ v, W+ w), T=T+ T and X, =
X. + X/, where the overbar denotes the turbulent-mean and the “prime” denotes the in-
stantaneous fluctuation about the mean, as indicated. Typically, a turbulent boundary
layer is created in wind-tunnel simulations by operating at Reynolds numbers high enough
to induce transition (with the aid of a trip mechanism if necessary). In turbulent flow, the
diffusion or mixing of mass, momentum and energy is accomplished by turbulent eddies
which are far more effective in redistributing these quantities than molecular diffusion.
Furthermore, the energy-containing eddies characteristically have length scales over which
laminar viscosity is not a factor (see later discussion). Accordingly, under post-transition,
“mature turbulence” conditions the flow field becomes Reynolds-number-independent
(Snyder, 1972), and momentum, for example, is exchanged in the vertical direction by the
turbulent eddy viscosity

. = —u'w )
P dujoz
which is usually much greater than the kinematic (molecular) viscosity v in both wind-
tunnel and geophysical boundary layers. The transports of sensible heat and species mass
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are also enhanced in a similar way, a feature which is generally characterized by taking
the turbulent Prandtl and Schmidt numbers
€. €.

Sepp o= -

Pry = — . . . -
TwWACT ) Xwi(cX, o)

of order or equal to unity.

It is not possible to simulate finite Rossby number Coriolis effects in conventional wind
tunnels (these can be modelled to some extent in rotating tank or so-called “dishpan™
experiments). Fortunately. this is not an important constraint in the present context
because the constant-flux or Monin-Obukov surface layer. extending some 10- 100 m
upwards from the surface in the real atmosphere (but below the Ekman layer part of the
planetary boundary layer where Coriolis forces play a role). is a region where HC and
NO, emissions exist in high enough concentrations to form appreciable smog layers. This
laver, characterized by a constant turbulent flux of momentum expressed as the friction
velocity u* = (—u'w’)' = and a constant flux of sensible heat H = pC(Tw). both in the
vertical direction, can, in fact. be simulated rather well in a wind tunnel. While the plane-
tary boundary layer, of the order of 1 km thick. is often capped by an elevated temperature
inversion, the turbulent region below including the surface layer part exists in varying
states of thermal stratification. For the neutrally stable (Ri = 0) case the heat Qux vanishes
and the surface layer eddy viscosity takes the form

€ = ku*:.

where k ~ 0.4 is von Karman’s constant and = is the vertical coordinate. Substituting this
into (1) and integrating gives the familiar logarithmic law of the wall for the turbulent-mean
velocity profile.

N E (*Rn(z/=,).

where z, is the height of an aerodynamic roughness element associated with surface topo-
graphy. Strictly speaking, in order to properly scale topography effects on the surface layer
it is necessary to match the ratio z,/3 (Jensen, 1958).

The degree of thermal stratification and therefore the stability of the constant-flux sur-
face layer is characterized by the Monin-Obukhov length scale L = —u*ﬂ)C,,T,f'(l;_qH)
which can, in turn, be related to the Richardson number (see. ¢.g. Hoffert, 1972). The Pas-
quill stability classes commonly used to correlate stratification effects in air pollution dis-
persion problems correspond to Richardson numbers « - = 2 m in the range of Ri =
—1.0(L = —3m)forextremely unstable conditions to Ri = 0.11 (L = 35 m) for moderately
stable conditions. Cermak (1971) has shown that Richardson numbers in the range
—0.5 < Ri < 0.5 are readily obtainable in wind tunnel simulations. This is sufficient for
reproducing most of the conditions commonly encountered in urban atmospheres. For the
general case of non-neutrally-stratified atmospheres. the surface-layer profiles of turbulent-
mean velocity and temperature are given by (Monin and Yaglom, 1971).

W=y = W R)In(z z0) — Yz L)) {2a)
T(z)— T, = TH[In(=z) — iz L] {2b)
where T, = T(z,) is the temperature (v = = z,. T* = — H,/(p(‘pl?u*) is a reference tempera-

ture and v is a universal function of the vertical coordinate normalized to the Monin-
Obukov length (again, for applications to the atmospheric surface layer, the temperature
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is replaced by the potential temperature 0 = T(1000/p)*? where p is the pressure in mbars
and R is the gas constant for air). There is ample evidence that boundary layers satisfying
the profile laws of (2a and b) can be generated on laboratory scales (Cermak, 1971; Sun-
daram, 1972; Counthan, 1973; Cook, 1973).

The distribution of energy in turbulent fluctuations over the spectrum of eddy scale sizes
—or their reciprocals expressed as wavenumbers K—is another factor which must be
assessed in scaling the atmospheric boundary layer. Over the equilibrium range of turbu-
lence, the cascading of energy from the mean shear flow to turbulent fluctuations at higher
wavenumbers can depend only on the viscous dissipation rate per unit mass of order
€ ~ ug/d and the kinematic viscosity v (Tennekes and Lumley, 1972). The one-dimensional
power spectrum of, say, longitudinal velocity fluctuations f(K) which has the units of
length, can, following the dimensional arguments of Kolomogorov (1941), be expressed in
the normalized form

I ok
v’R

where v = (ve)'’* and n = (v*/e)!/* are the Kolomogorov velocity and length scales, re-
spectively. Over the inertial subrange of the turbulent spectrum-—strictly speaking, only
when Ké— o, Kn— 0 and Re— oc—the decay law ¢ ~ (Kn)~>? was predicted by
Kolomogorov. Cermak (1971) showed that longitudinal spectra obtained in both wind tun-
nel and geophysical flows exhibit this scaling and possess a very nearly —5/3 power decay
law in the range 107> < Ky < 107!, A wavenumber normalization by & should also exhi-
bita (K6)™*” law [or a (Kd)™ 27 law if f(K) is multiplied by K] over the inertial subrange
but here the point at which the spectrum departs from this behavior because of molecular-
scale diffusion (i.e. at the beginning of the viscous dissipation range) depends, in principle,
on the Reynolds number. But Sundaram et al. (1972) considering measured power spectra
in both longitudinal and vertical directions with essentially this type of normalization
found that atmospheric and wind tunnel-simulated surface layers have indistinguishable
spectral properties over the range 10™? < K& < 10 where most of the energy is concen-
trated. This happens despite the Reynolds number differences because the Reynolds
number in both cases is sufficiently high to render the viscous subrange relatively unimpor-
tant. These are important results because they imply spectral as well as bulk transport
similitude and lend further credence to wind tunnel simulations of turbulence effects in
reacting atmospheric flows.

1/4

PHOTOCHEMICAL SIMILITUDE

For applications to the proposed wind tunnel studies of photochemically reacting surface
layers, all of the foregoing fluid dynamic similarity requirements apply, but additional con-
straints are imposed by the chemistry; namely, that reaction times must be comparable
to test-section residence times and that the concentration fields generated over the test sec-
tion should, in some meaningful sense, be scalable to real atmospheric conditions. In this
section we discuss these requirements and the feasibility of satisfying or approximating
them for photochemical smog reacting systems.

To make the analysis more concrete, consider the wind-tunnel generation of photoche-
mical smog in an approximately two-dimensional (transversely homogeneous) turbulent
shear layer by slot injection of an HC/NO, mixture near the inlet, from the lower surface,
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Fig. 1. Schematic diagram of photochemical smog wind tunnel experiment.

and perpendicular to the axis, x. of a test section irradiated by artificial (simulated solar)
ultraviolet light sources (Fig. 1). This set-up could. for example, represent smog formation
from a highway in a crosswind. Under stecady-state conditions, the turbulent-mean con-
centration field in this simulated surface fayer is described by

(.“\}i Y o (
i = NS¢y X €.

‘E")Jr X (3)

o il
[ QO

AN ’ oz

where X, = X',-‘,, + X, is the chemical source term for species i. X”, being the contribu-
tion from photolytic and X, . the concentration from collisional chemical reactions. The
chemical source term for species i —a function of the light intensity and the concentrations
of other (jth) species- - is worth examining in greater detail in the context of the present
problem.

In a general photodissociation reaction.

Ay + v — products: 2 < 4

B
the concentration of species i is destroved at a rate

X ~J.X. (4)

-
where the unimolecular photolysis rate J; is expressible as

AL

J,' = (h(')r ! /‘»1,‘_(7,’_,'(1);\,‘(12. (5)

VO

where 7 is the wavelength of light in A (1 A = 10 ""'m  /, is a cut-off wavelength above

which light is insufficiently energetic to dissociate species i), I is the light intensity at wave-
length / in W:m™2-A ', ¢, is the photodissociation cross-section in m* and @, is the
gquantum yield (dimensionless) of species i at wavelength 2, d/ is the differential wavelength
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inm, h = 6.625 x 107 3% J-sis Planck’s constant and ¢ = 3.00 x 10% m s™! is the velocity
of light in vacuo. Accordingly, J; in (5) has the dimensions of s™ ! although it is often given
in the air pollution literature in min~' (note that 1 W/J = s~ ). For nitrogen dioxide
{NO,)—by far the most photochemically active substance in smog via the NO, +
Iv— NO + O reaction and the key to the entire process of hydrocarbon photooxidation
—Leighton (1961) quotes a value of Jyo, = 0.33 min™! at a solar zenith angle of 45° over
the u.v. absorption band 2900 < A < 3850 A. In this regime o; no, is of the order 10~ 22
m? and @, o, (the ratio of photons absorbed to NO or O-atom particles produced) is very
nearly unity.

In laboratory smog chambers, there is usually some effort made to select a light source
which approximates the u.v. solar spectrum and matches the sunlight-induced values of
the NO, photolysis rate. For example, we have in Fig. 2 compared the normalized photon
flux

F() = ALJI, (6)

in the range 3000 < 4 < 4200 A, where I, = 41, dJ, of a fluorescent bulb commonly used
in smog chamber work—i.e. GE F40 BLB, computed from published spectral properties
of this light source (Black Light, 1971)—with the solar u.v. photon flux distribution in the
lower atmosphere estimated by Leighton (1961) at a solar zenith angle of 40°. For normali-
zation purposes we have taken I, = 100 W-m™?, about 7 per cent of the solar constant
So > 1400 W-m™?, as a characteristic integrated solar radiation intensity over this range.
This bulb emits primarily in the u.v. at a characteristic wavelength of

% = | F()di ~ 3560 A. 7
i J:(z)dk 3560 (7)

Also, it is known from many previous studies {e.g. Dodge and Bufalini, 1972) that arrays
of GE F40 BLB lamps can easily generate photolysis rates Jyo, in the range of 0.35-0.50
min~ ' in irradiated smog chambers, a good approximation to values generated by the
midday sun.

It follows from (5, 6 and 7) that unimolecular photolysis rates scale linearly with I, that
is

Ji = al, (8)

where a; = (he)™ ' [ F(A)0,,@85; dA > A*(o,®,>/(hc) in m®-W ~'-s™ ! is approximately con-
stant for each specie, given approximate spectral similarity in F(1) of the light sources. This
means that commercially available high-intensity mercury lamps such as GE H1000 A36-
15 which occupy surface areas comparable to the GE F40 BLB fluorescent bulb but emit
about an order of magnitude more energy I, (Black Light, 1971), primarily in the 3200~
4000 A band, should, in principle, permit laboratory experiments with NO, photolysis
rates as high as 3.5-5.0 min~'.t As we shall see, the possibility of increasing photolysis
rates by a factor of ten above typical smog chamber values has important implications
for wind-tunnel simulations of photochemically reacting turbulent surface layers.

 But note that high-intensity mercury lamps emit relatively more radiation below 3200 A than what penetrates
to the lower atmosphere. This could lead to relative overproduction of such species as O('D) by O, +
hv— O('D) + OPP). 4 < 1750 A,and Oy + hv— O('D) + O,(*A), 7 < 3100 A (Garvin et al., 1973). To compen-
sate. filters to remove short wavelengths below 3200 A can be employed in a laboratory experiment.
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Besides unimolecular photolysis reactions. the photochemical smog kinetic system in-
volves both two-body (A; + A;— products) and three-body (A4; + 4; + 4, — products)
collisional reactions. All three types can be written in the general form:

N N
u o -, \ gt
_\,_ Sip A== NN

i [

where subscript r denotes an individual chemical reaction in a system of M reactions. N
is the total number of species participating in the system, s, and s;,” are stoichiometric
coefficients of species i as a reactant and as a product respectively in reaction r and &, 1s
the reaction rate, temperature-dependent for collisional reactions [k, = k{(T)] and light-
intensity-dependent for photolytic reactions [k, = J,. » I,]. (In the surface layer and in
smog chambers temperature variations are sutficiently small to justify taking A, as con-
stants evaluated at, say. T= 25 C.) Summing over all reactions M. the chemical source
term for species i is given by the law of mass action,

A AY
X, = X{X,...... Ny dob = Y tsp — sk, IT X7 (9)
[

ol

Now. in order to explore the scaling properties of the smog reactions, we consider
“nonequilibrium streamline™ of constant velocity w in the surface layer of Fig. 1. To a first
approximation (neglecting vertical diffusion). the concentration variations of species i
along this streamline are from (3 and 9) governed by

dx < AN
e S s s T X (10)
dixwm 7 !

where 1 = x/ut is the reaction time n the u.v.-irradiated test section subsequent to injection
of the HC/NO/NQO, mixture through a slot near the inlet. 4 fluid puarticle. moving along
the streamline at velocity U, experiences da local encironment at distance x = Ut entirely ana-
logous to that of a particle at time t in a static smoy chamber with the same initial conditions
X(0) and the same light intensity 1. To express the right-hand-side of (10), it is necessary
to define a specific set of photochemical smog reactions governing O, and PAN formation
in irradiated HC/NO/NO, mixtures. A number of such schemes have been proposed rang-
ing from the detailed step-by-step mechanisms of Westberg and Cohen (1970} and Niki
et al. (1972) to the “lumped-parameter™ representations of Eschenroeder and Martinez
(1972) and Hecht and Seinfeld (1972). In the lumped-parameter schemes, organic radical
reaction chains are represented as individual reactions which presumably reproduce the
kinetic effect of the entire chain. This has the advantage of leading to more compact sys-
tems of differential equations and permits a fairly simple treatment of hydrocarbon mix-
tures. For our present purposes we adopt the Hecht-Seinfeld kinetic model because of its
compactness, and because it has been extensively checked against smog chamber data for
various hydrocarbons including propylene (or propene. C3H,), isobutylene. n-butane. pro-
pylene/n-butane mixtures; and, more recently (Hecht. 1972). tolulene. tolulene/butane.
propylene/ethane and real automobile exhaust.

The Hechi-Seinfeld (1972) smog model involves 13 variable species: the primary reac-
tants, nitric oxide (NO). nitrogen dioxide (NO,) and a lumped reactive hydrocarbon (HC):
the intermediates. nitrogen trioxide (NQO,). atomic oxygen (O). hydroxyl (OH) and hydro-
peroxyl (HOO) radicals, and a lumped organic radical (ROO) of the peroxyalkyl or perox-
vacyl family; and the photochemical smog products. ozone (O;). peroxyacetyl nitrates
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{(PAN), nitrous (HNO,) and nitric (HNOj;) acid, and aldehydes (RCHO). Molecular
oxygen {O,)and “air” (M = N, + O,) do, and water vapor (H,0) and carbon monoxide
{(CO)can, also participate; the concentrations of these four constituents, when present, are
presumed high enough to justify taking them as sensibly constant. The evolution of smog
is described in this model by a set of 15 chemical reactions reproduced here in Table 1
in which the foregoing species are active, where reactions (1 and 7) are photolytic and the
rest are collisional. The characterization of organic radical reaction chains by individual
reactions leads to the “effective” stoichiometric coefficients «, B, v, 6, € and 6 appearing
on the right-hand-sides of reactions (11-14) in this tabulation; these coefficients, as well
as the rates of reactions (11-13), depend on the particular hydrocarbon or hydrocarbon
mixture (HC) being modelled. Applying equation (10) to the reacting system of Table 1
leads to the set of 13 differential equations—one for each variable species-——given in Table
2.

For the present study, we have developed and coded a numerical integration scheme
for the GISS IBM 360/95 computer which among other things solves the Table 2 system
of differential equations for the time-dependent concentrations of the variable species X (1)
starting from a prescribed initial state X (0). [For a discussion of computational problems
associated with this type of system—namely, simultaneous, “stiff” differential equations
arising from disparate reaction times for the different species—see Gelinas (1972) and
Eschenroeder and Martinez (1972).] Running times of this program were speeded-up by
putting certain species in quasistationary states and solving for them algebraically. This
is not done a priori, but only when right-hand-side terms are individually large but their
difference, i.e. the derivative itself, is small; this condition is tested-for by the program at
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Table 2. Chemical source terms X, = X,(X,...., Xx) (ppm-min~ )

dINOT/di = J,[NO,] — k3[05]INO] — k,[NOJNO,I[H,0] + J-[HNO,]
Lk, [HOO]INO] = k,,JROOIINO]

d[NO,Jidt = —J [NO,] + &3[0;]INO] — ky[O3][NO,] — &5[NO3J[NO, J[H,0]
—k,[NOI[NO,][H,0] + ky[HOOJ[NO] — k,,[HOOI[NO,]
+ k1, [ROOINO] = k,,[ROOINO, ]

%]

3 d[HCY/dr = —k,,[HCI[O] — k;>[HCI[O,] — k;;[HCI[OH]

4 d[O,]/dt = k,[O][O:][M] — k3[O5][NO] = ks[O;][NO.] — k> [HCJ[O;]

5 dEQ]ide = J [NO,] - k[O][O-][M] — &k, ,[HC][O]

6 dINO,Vdr = K [O5]INO,] = k5[NOSJINO, JIH,0] - .
7 d{OHYdr = J-[HNO,] — kJCOJ[OH][O,] + k[HOOINO] — k,;[HC]J[OH]

+ Uk, s [ROOI[NGC] . .
8 d[HOOY/dt = k[COI[OH][O,] — ko,[HOO][NO] — k1o[HOO]INO,] .
9 d[ROOY/dr = 7k, ,[HC][O] + Bk,-[HCI[O;] + k,,[HCI[OH] — k,,[ROO][NO]
—k,:[ROOI[NO,] .
2k [NOJINO,]fH,0} - J;[HNO.] + k,o[HOO]J[NO:]
i1 d[HNO,Jdr = 2k [NO,JINO,][H. 0] .
12 d[RCHOLdt = 3%, [HCI[O,] + €k :[HCJ[OH]
3 d[PANTJ:dr = i\( JROOINO,]

10 dHNO.Td:

appropriate computational steps, Ideally we would like to use the computer model to show
that by varying controllable factors such as light intensity I, and initial reactant con-
centrations X {0) it is possible to generate smog distributions along nonequilibrium wind-
tunnel turbulent shear layer streamlines which are scaled versions of those in smog
chambers and urban atmospheres.

Because the photochemical smog system is a combination of unimolecular, bimolecular
and termolecular reactions which (as a result of the “constant” species O,, M, H,O and
CO)acts as a combination of effectively first- and second-order reactions it is not obvious
that this system obeys a simple scaling law which collapses the distributions at different
values of I, and X {0} to a single curve. But we found from numerical experiments with
the computer model and starting from a smog-chamber-validated (HC = propylene) distri-
bution discussed by Hecht and Seinfeld (1972) that an approximate scaling law of this type
does, in fact, exist. At the reference conditions, the initial concentrations are X¥q(0) =

1.612 ppm. X%5,(0) = 0.088 ppm and X{(0) = 3.29 ppm for the primary reactants, the
initial concentrations of the other variable species is zero, the relative humidity is r = 0.7
{see Table 1) and X&; = 0. For these conditions and the rate coeflicients of Table 1 we
computed time-dependent distributions of NO, NO,, HC and Oj practically indis-
tinguishable from those given in Hecht and Seinfeld (1972), despite some differences in the
numerical integration schemes.

Smog chamber experiments typically exhibit initial incubation regimes beginning im-
mediately after the u.v. lights are turned on wherein NO is first converted into NO,, fol-
lowed by ozone-formation regimes beginning shortly after the incubation time t at which
NO, reaches its maximum concentration. For concentration levels and light intensities
commonly used in smog chambers the incubation time for HC = propylene is of the order
of I h (r* > 70 min for the Hecht-Seinfeld reference condition). To study the scaling
properties of smog, we normalized the reaction time by the incubation time v and norma-
lized all concentrations by the initial nitric oxide concentration X yo(0). For the reference
conditions the computed distributions of NO, NO,, HC and O,, so-normalized, are illus-
trated by the solid curves in Fig. 3. Significantly, we found that scaling J,, J7, Xno(0),
Xno,(0) and X c(0) up by a factor of ten resulted in normalized distributions very nearly



44 M. L HorrrrT, W. G Hovbyse, S. HaserD and S0 AL LEBEDYEY

1000 [rrrTer ror e b perepe
800 + Smog-chamber validated distributions:
- rates from Table f, X5,(0)=1612 ppm,
600 X o f0)=0.088 ppm, X £, (C)=3.29ppm, |
v T*=70min K
400 —~—=—=Scoled distributions: rates from
Table | except J,,J-=10x J}',J7
X (O =10xX¥(0), T = [ min
3 200 F
2
x
\,.
100
» 080
§ os0r
&
€ 040
3
5
(=}
€ ozo
N
5]
£
S
< 00}
0.08
006
004 [
002 - L -

4] Lo 20 30
Normalized reaction time,i/ T

Fig. 3. Comparison of normalized smog distributions obtained from computer model at two differ-
ent experimental conditions. The distributions are approximately collapsed by this normalization
although the scaled (dashed) distributions arce “faster” by a factor of 70.

coincident with those of the reference conditions. as shown by the dashed curves in Fig.
3: although here, the peak occurred at 1 >~ 1 min. We must note that this scaling appears,
at present. to be only approximate and that further theoretical and experimental work is
needed to establish scaling regimes more rigorously: the indications are that incubation
and ozone-formation regimes may scale in slightly different ways.t Nonetheless, these
results are of great importance in the present context because they suggest that ozone for-
mation times can be reduced to the order of one minute while preserving very nearly the
same distribution found in smog chambers simply by increasing initial primary reactant
concentrations and light intensitics by an order of magnitude. This should be within the
state of the art {see prior discussion),

In wind-tunnel simulations. fluid particle residence times are determined by the mini-
mum freestream velocity required for o {Reynolds-number-independent} turbulent shear
faver. roughly u, ~ 1'3ms " (~ Its 'L and the nominal test-section length. say L ~ 10
m. so that t, = Liu, ~ 0.5 minis a rcasonable value. To form ozone within this test section
requires formation times of the same order but about a factor of two faster than that of the
scaleddistributionin Fig. 3. Thisadditional acceleration of the chemistry can be accomplished
in several ways: by raising /., by using & more reactive hvdrocarbon such as trans-2-butenc
(Eschenroeder and Martinez. 1972). or by increasing the initial concentration ratio of
nitrogen dioxide to nitric oxide X o, (0 X \of0). As suggested by the computer sensitivity
studies of Niki et al. (1972), the latter tends to shorten the incubation time so that ozone

+ Also, in the absence of experimental data. we cannot entirely exclude the possibility of a change in kinctic
mechanism at these higher concentrations.
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Fig. 4. Computed photochemical smog species along a nonequilibrium boundary-layer streamline

{neglecting diffusion) for J; =37 min™% J; =35 x 1072 (I, = 10 x I}, Xnol0) = Xno,(0) =

16.12 and X (0} = 32.9 ppm. Note the formation of most of the ozone over the first 10 m, the
nominal length of the wind tunnel test section in the proposed experiment.

is formed earlier. In Fig. 4, we show the results of a computer simulation based on this
principle, namely, where all experimentally controllable parameters are the same as those
of the scaled Fig. 3 distribution except that Xye,(0) = Xno(0) = 16.12 ppm. As depicted
in Fig. 4 this results in an incubation time of T ~ 0.3 min and an O,-distribution for which
most of the ultimate ozone is formed within the first 1/2 min, as required for the wind-
tunnel simulations of turbulent, photochemically reacting surface layers.

DISCUSSION

The foregoing considerations indicate the feasibility of scale modelling the coupled fluid
dynamic and photochemical effects active in photochemical smog formation by exploiting,
in combination, certain wind tunnel and smog chamber techniques already used to study
these effects separately. Operationally, the success of such a facility depends on achieving
the conditions needed for both fluid dynamic and photochemical similitude in turbulent
shear layers generated over a u.v.-irradiated test section. Accordingly, it seems appropriate
here to discuss some practical questions arising in the design of this type of laboratory
experiment.

It is envisioned that laboratory feasibility would be demonstrated initially most econo-
mically in a facility adapted from a pre-existing “air pollution™ wind tunnel by adding
banks of high-intensity mercury vapor lamps separated from the main flow by a w.v.-trans-
parent sheet as illustrated in Fig. {. For a 10 m long test section, we estimate that at least
one hundred {possibly more, depending on test section width) 1000 W high-intensity mer-
cury lamps will be needed to get radiation levels up to the point where ozone is formed
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in the test section. Most of this 100 kW of energy will be dissipated as heat at the lamps
themselves so that some cooling  cither from bypassing the main fow or from separate
blowers: will probably be needed. On the other hand. a steady state should be atiained
within a few minutes after the lamps come up to full intensity so the total energy expended
on any given experiment will not be excessive. {Actually, in the photochemical scaling dis-
cussed previously the product of radiation intensity and reaction time decreases with in-
creasing light intensity.)

Initial concentrations of the primary reactants required to form test section vzone could
be readily attained by creating an NO/NO,/HC premixture from botiled gases in @
plenum chamber and mjecting this into the stot at appropriate low-rates. Concentration
levels needed for these experiments arc several orders of magnitude above urban atmos-
phere levels (Larson. 1971) and about one order ol magnitude above smog chamber levels.
Because of the possibility of scaling the concentration ficlds. this need not detract from
the realism or applicability of these experiments and is actually wn advantage for several
reasons. For example, the high reactant and product concentrations mean that impuritics
and trace gases in the background air (essentially urban in open-circuit tunnels) and wall
effects on the chemistry are relatively less important than in smog chambers. Also. the sen-
sitivity of concentration-measuring instruments is generally much greater at higher con-
centrations and some constituents cannot be detected at all below certain instrumental
thresholds.

With regard to the instrumentation. it 1s desirable that turbulent-mean concentriations ol
atleast NO, NO., HC. O; and PAN be mapped as a function of position in the steady state:
if possible the fluctuating components should be measured as well to assess the importance
of correlation terms of the form XX which strictly speaking appear in the turbulent-mean
chemical source term (Hoffert, 1972). A number of well-developed technigues are available
for monitoring concentrations based on analysis of samples removed from the flow
(Butcher and Charlson. 1972). This type of experiment also lends itsell to various types
of remote sensing instrumentation including laser transmissometers, faser Raman scatter-
ing devices and correlation spectrometers. Indeed. the proposed facility could serve as u
nearly ideal test bed for these instruments over a controlled. turbulent. chemically reacting
environment because the high concentrations should provide appreciable column thick-
nesses. ! = |7, X, ds. where s is the path length of the Tight beam. despite physical dimen-
sions which arc smaller than those in the field. To characterize the momentum and cnergy
distributions in the shear layer it will be necessary also 1o monitor the velocity and tem-
perature fields. including if possible the fluctuating components. using the standard hot-
wire anemometer. pressure-traverse and thermocouple instrumentation of the low-speed
acrodynamicist.

Although we have not specifically discussed the formation ol aerosol particles in smog
or the cffects of CO and SO, on smog formation and vice versa. these phenomena oo
appear amenable to study in the proposed facility because their characteristic reaction
times are controlled by oxidant (or ozone) lormation times.

To summarize, it appears from our preliminary study that @ hvbrid wind-tunnel smog-
chamber facility of the type described herce is feasible and could provide data of & unique
type on fundamental interactions between turbulent atmospheric surface lavers and the
smog chemistry within them. This data, in turn, should facilitate the vesolution of ques-
tions relating to mathematical models for the dispersal of chemically reacting air pollu-
tants. permit a check of these models under controlled conditions. serve us u simulation
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of the urban polluted atmosphere itself and, hopefully, shed new light on this murky sub-
ject.
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