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ABSTRACT

To improve the triggering of clouds over landscape heterogeneity, it is suggested that the forcing by mesoscale
circulations generated by landscape patches be included. For this purpose, it is suggested that a relatively simple
zero-order closure be used to obtain a triggering parcel’s mesoscale perturbation vertical velocity, potential
temperature, and specific humidity. In combination with a turbulent fluctuation averaged over a parcel area, one
can obtain a parcel’s (total) velocity, temperature, and moisture. The authors used similarity theory to parameterize
the mesoscale perturbations, using a dataset generated by a three-dimensional, high-resolution cumulus ensemble
model with west-to-east land surface patches.

Alternatively, the authors used one-dimensional budget equations that contain mesoscale and turbulent fluc-
tuations (and source terms) to obtain the vertical profile of potential temperature and specific humidity within
a triggering parcel. Here, it is suggested that first-order closure be used; these equations with first-order closure
should provide more realistic profiles of temperature and moisture within a triggering parcel than with the zero-
order scheme above. This is especially the case when moist (cloud) processes occur. An analysis of the model-
produced dataset indicated that parameterizations for two terms needed to be developed to close the budget
equations: the vertical flux of the mesoscale temperature and moisture. Similarity theory is used to parameterize
these fluxes.

1. Introduction

Pielke et al. (1991), Avissar and Chen (1993), and
Lynn et al. (1995b, 1998, 2001) have shown that land-
scape-generated mesoscale circulations (LGMCs) can
strongly effect the profile of the vertical velocity, tem-
perature, and moisture within the planetary boundary
layer (PBL). Chen and Avissar (1994), Hong et al.
(1995), and Lynn et al. (1998) used numerical models
to show that landscape-generated mesoscale circulations
can trigger both shallow and deep moist convection.
Observational results suggest that mesoscale circula-
tions generated by landscape patches can affect the for-
mation of shallow clouds (Rabin et al. 1990: Cutrim et
al. 1995). Pielke et al. (1997) has shown that gradients
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in heat fluxes induced by vegetation change can affect
the development of mesoscale convective complexes.
For this reason, the development of triggering functions
for LGMCs has been the subject of recent work.

Triggering functions are used to determine if moist
convection should be initiated by the cumulus para-
meterization scheme in a mesoscale or regional-scale
atmospheric model. Rogers and Fritsch (1996) and Hong
and Pan (1998) include in their triggering function the
contribution from both mesoscale and turbulent pertur-
bations. This combination is then used to diagnose pos-
sible parcels, which are then tested in triggering func-
tions for their capability to initiate moist convection.

Not all triggering functions use the same variables.
For example, Rogers and Fritsch (1996) developed a
diagnostic relationship [see Eq. (1), in Part I (Lynn et
al. 2001)] for the mesoscale contribution to the subgrid-
scale vertical velocity within a large-scale model (or
even regional-scale mesoscale model), while Hong and
Pan (1998) formulated a diagnostic relationship for a
subgrid-scale mesoscale temperature perturbation. Thus,
Rogers and Fritsch (1996) compare in their trigger func-
tion the energy of a parcel with the inhibition energy,
while Hong and Pan (1998) compare the bouyancy of
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a parcel to its environment. Note, each uses simple,
empirical relationships that relate the size of the me-
socale perturbation to the average size of patches within
the domain of the large-scale model. These relationships
exclude the effect of gradients in soil moisture, back-
ground wind, and stability on the size of the perturba-
tions.

A number of one-dimensional models have been de-
veloped to simulate (from parameterization) moist con-
vective processes (e.g., Frank 1983; Clark and Arritt
1995; Kain and Fritsch 1990; Wetzel and Boone 1995;
Stauffer et al. 1999). They have been used to simulate
either shallow or deep convection, and a number of them
have been incorporated into three-dimensional atmo-
spheric models, for example, MM5 (e.g., Dudhia 1993).
In three-dimensional models, they are usually used as
cloud models, where triggering functions like those dis-
cussed above determine if convection occurs. In such
cases, only grid-scale (resolved) PBL variables are re-
tained, rather than for each individual parcel that can
trigger convection. Rogers and Fritsch (1996) and Hong
and Pan (1998) have tested their formulations in three-
dimensional atmospheric models. Their results showed
improvement when compared to simulations with trig-
gering functions that did not include mesoscale fluc-
tuations.

Lynn et al. (2001), Part I of this paper, used model
output from a high-resolution, three-dimensional cloud-
resolving model to simulate the atmospheric response
to heating of west-to-east landscape patches. Their re-
sults suggested that rainfall varied linearly with the size
of individual landscape patches; yet a number of small
patches within a domain could produce more domain-
averaged rainfall than one, relatively larger patch. More-
over, the magnitude of vertical velocity, temperature,
and moisture in parcels occurring along sea-breeze-like
fronts did not vary simply with patch size. For example,
smaller patches could produce bigger parcel values than
larger patches, especially when these smaller patches
have a more appropriate ratio of local radius of defor-
mation to patch size. The gradient in soil moisture, the
background wind, atmospheric stability, and specific hu-
midity, were among other variables that also affected
the triggering variables within parcels. Lynn et al.
(2001) used these variables (and others) to suggest di-
mensionaless numbers that could be used in a para-
meterization. These are, for example, the ratio of the
local radius of deformation to the size of the patches
(noted above), the ratio of gradient in the surface sen-
sible heat fluxes to the mean surface sensible heat fluxes,
the ratio of the background wind speed to a constant,
light, background wind speed, and the ratio of the po-
tential temperature difference between the free atmo-
sphere and the planetary boundary layer to the mean
temperature within the planetary boundary layer.

This paper uses the analysis of the high-resolution
model results by Lynn et al. (2001) to develop new
parameterizations for variables that can be used in the

triggering of moist convection. There are at least two
possible approaches to developing parameterizations for
these triggering variables. The first of these possible
approaches can use zero-order closure, while the second
is first-order closure. The zero-order closure scheme is
used to directly obtain the vertical profiles of mesoscale
vertical wind, potential temperature, and specific hu-
midity. Equation (1) in Part 1 is an example of a zero-
order closure scheme. (Note, parameterizations have al-
ready been suggested for turbulent-scale triggering var-
iables.) The parameterizations developed here could re-
place the formulas suggested by Rogers and Fritsch
(1996) and Hong and Pan (1998), since they are based
upon results from a high-resolution atmospheric model
(and include variables such as background wind).

However, higher order closure models can provide
more realistic simulation of atmospheric variables than
simple zero-order schemes (e.g., Pielke 1984; Stull
1988), since they do not presuppose relationships be-
tween the independent and dependent variables. The
first-order closure scheme used here requires budget
equations to obtain the vertical profiles of the parcel’s
potential temperature and specific humidity. To reiterate,
because the budget equations describe the actual, formal
relationships between the independent and dependent
variables, the first-order scheme should provide more
realistic triggering variables than zero-order closure.
Since these equations also contain source and sink
terms, the differences obtained using zero- and first-
order closure can be especially pronounced after moist
convection occurs.

First-order closure can be used in the budget equation
to obtain the vertical profiles of a parcel’s potential tem-
perature and specific humidity (including the mesoscale
and turbulent contributions). It is suggested that the bud-
get equations be incorporated into a one-dimensional
(cloud) model. A combination of the budget equations
(described below) and those equations currently used in
cloud models can be used to describe the profile of
temperature and moisture from the surface to cloud top.

In the next section, section 2, we suggest a new ap-
proach to the triggering of landscape-generated moist
convection, by formally describing the set of budget
equations that contain both mesoscale and turbulent
fluctuations. In section 3, we present zero-order and
first-order closure. The zero-order closure is straight-
forward (and uses similarity theory), but the first-order
closure requires us to perform an analysis of the fluxes
in the budget equations to show which need to be pa-
rameterized. Using similarity theory, we develop a pa-
rameterization for the necessary fluxes. A summary and
conclusion is presented in section 4.

2. Method

a. Numerical model

Lynn et al. (2001) used a high-resolution, cloud-re-
solving model [the Goddard Cumulus Ensemble Model
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TABLE 1. Variables required for parameterization. An analysis of the mesoscale kinetic energy showed that it had an e-folding time of 3
h (this e-folding time is used to calculate Ro).

Variable Description Units

L
Ro

H
Hc

Dw999u999

Length scale of patch
Local radius of deformation
Planetary boundary layer height (for each dry patch)
Cloud-top Height
Gradient of surface sensible heat fluxes

m
km
m
m
K m s21

Q
Du
Q
U

Large-scale (Mean) planetary boundary layer temperature
Difference in potential temperature
Large-scale specific humidity
Large-scale, background wind

K
K

m s21

Uu
o

Ud
o

t

A function of patch size for parcels on upwind side of dry patch
A function of patch size for parcels on downwind side of dry patch
Time

m s21

m s21

s

(GCE; Tao and Simpson, 1993)] to obtain their dataset
(i.e., from model output). The reader is referred to their
work for more details.

A number of simulation domains were used here,
which are described by Lynn et al. (2001). Two in par-
ticular are discussed in detail. In Lynn et al.’s (2001)
domain 1, there is a 64-km dry patch surrounded by
two 32-km wet patches. Because the domain is periodic,
there is actually a 64-km dry patch and 64-km wet patch
in this domain. In domain 3, there were patches of (left
to right) 7.5, 4, 16, 4, 8, 20, and 4 km in length. The
relevant experiments that used the first domain were
experiments 1 (light wind case), 6 (used observed wind),
lw (light wind), and 8w (used observed wind). Exper-
iment 3 used domain 3, and was produced using a light
background wind. Simulations produced with moist pro-
cesses turned on have a w after the experiment number.
The names for each of the experiments listed here cor-
respond to those in Tables 4a and 4b in Part I. We use
the simulations with moist processes turned off to isolate
the contribution of LGMCs in the PBL.

b. Parameterization

As shown by Lynn et al. (2001), the mesoscale trig-
gering variables reach their maxima at different times
during the simulation day, depending upon the patch
size, soil moisture gradients, and large-scale environ-
mental (background) conditions. Moreover, the meso-
scale triggering variables have a different timescale than
the turbulent triggering variables (Lynn et al. 1995a).
This is because the mesoscale circulations develop in
association with horizontal temperature gradients over
patches that have length scales of 5–100 km, while tur-
bulent circulations develop in association with vertical
wind and temperature gradients within a PBL less than
a few kilometers in height. Thus, to realistically describe
the evolution of the triggering variables requires a prog-
nostic equation for them, since the (turbulent) forcing
of mesoscale circulations can change substantially dur-
ing the life cycle of the mesoscale circulations. Simi-
larity theory is used to obtain the relationships between

the mesoscale triggering variables and various dimen-
sionless numbers (Stull 1988).

Similarity theory uses various dimensionless numbers
to obtain parameterizations for required variables. In our
case, these variables are , , and , a parcel’s per-w9 u9 q9o o o

turbation vertical velocity, potential temperature, and
specific humidity. Here, the relevant variables used in
the dimensionless numbers are shown in Table 1; many
of them were mentioned in Lynn et al. (2001) as having
an important effect on the triggering variables. They
depend upon variables that can be obtained from the
hosting model. Using dimensionless numbers to obtain
the perturbations can be considered as a zero-order clo-
sure.

Alternatively, we can obtain a parcel’s temperature
and moisture from budget equations. These budget
equations require that we obtain various fluxes also us-
ing information from the hosting (large-scale) model.
They also require fluxes that consist of the correlation
of subgrid-scale terms. Using similarity theory to obtain
these fluxes can be considered first-order closure.

To produce budget equations for us and qs (subgrid-
scale components of potential temperature and mois-
ture), we write simplified equation for the perturbation
f s, ignoring molecular diffusion (Stull 1988):

]u f]f ]f ]f̃ ]f j,s ss s s˜1 U 1 u 1 u 5 1 S , (1)j j,s j,s fs7 8]t ]x ]x ]x ]xj j j j

where the angle brackets indicate an average over a grid
element of a large-scale model. We then rewrite in flux
form to more simply obtain the required contributions.
We assume that the horizontal advection of subgrid-
scale quantities between grid elements in the large-scale
model is small when compared to the vertical advection
of these quantities. This is because we assume that cir-
culations generated by patches are contained within each
grid element of the hosting model; that is, the large-
scale model:

]f ]w̃f ]w f̃ ]w f ]w fs s s s s s s1 1 1 5 1 S . (2)fs7 8]t ]z ]z ]z ]z
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TABLE 2. Miscellaneous definitions of variables (H is the
planetary boundary layer height).

Variable Definition

f̃ Large-scale average over domain of regional model
f9 Mesoscale perturbation (horizontal scale . than 3H)
f99 Large eddy perturbation (250 m , horizontal scale #

3H)
f999 Small eddy perturbation (horizontal scale # 50 m)
fs Subgrid-scale perturbations obtained with GCE
fo Average of f over square area of parcel

p
f Same as fo

We then expand each term (but the first and last) by
substituting for f s the mesoscale perturbation, f9 ; the
large eddy perturbation, f0; and the small eddy per-
turbation, f- [see Lynn et al. (2001) for more details].
We have for each term:

]w̃f ]w̃f9 ]w̃f0 ]w̃f-s 5 1 1 , (3)
]z ]z ]z ]z

]w f̃ ]w9f̃ ]w0f̃ ]w-f̃s 5 1 1 , (4)
]z ]z ]z ]z

]w f ]w9f9 ]w9f0 ]w9f- ]w0f9s s 5 1 1 1
]z ]z ]z ]z ]z

]w0f0 ]w0f- ]w-f9 ]w-f0
1 1 1 1

]z ]z ]z ]z

]w-f-
1 , (5)

]z

]w f ]w9f9 ]w9f0 ]w9f-s s 5 1 17 8 7 8 7 8 7 8]z ]z ]z ]z

]w0f9 ]w0f0 ]w0f-
1 1 17 8 7 8 7 8]z ]z ]z

]w-f9 ]w-f0 ]w-f-
1 1 1 . (6)7 8 7 8 7 8]z ]z ]z

We can use the above equations to obtain uo and qo,
that is, a triggering parcel’s potential temperature and
specific humidity. This is done by substituting u (and
then q) for f, and then averaging the equation for uo

(and then qo) over the area of a parcel. Note that
p p p

f 5 f9 1 f0 1 f- , (7)o

where the superscript p indicates an average over the
area of the parcel. Table 2 provides a summary of def-
initions for f, its various averages, and its perturbations.

We are able to simplify these equations for the pur-
poses of this work. This is because Lynn et al. (2001)
showed that the magnitude of mesoscale perturbations
within parcels is constant over a wide range of area
averages (see Fig. 8, Part 1). Therefore, 1

p
w9f9

5 and other cross terms such as
p p p

w0f9 w f9 w9f99s

5 0 (see Fig. 4 and Fig. 5). Moreover, by applying the

Reynolds assumption the fluxes w̃f- , w-f , w0f- , and
w-f0 5 0. Then,

p p p
]w̃f ]w̃f9 ]w̃f0s 5 1 , (8)

]z ]z ]z
p p p

]w f̃ ]w9f̃ ]w0f̃s 5 1 , (9)
]z ]z ]z

p p p p
]w f ]w f9 ]w9f0 ]w0f0s s s5 1 1

]z ]z ]z ]z
p

]w-f-
1 , (10)

]z

]w f ]w9f9 ]w0f0 ]w-f-s s 5 1 1 . (11)7 8 7 8 7 8 7 8]z ]z ]z ]z

We note that the parameterized turbulent fluxes were
large only in the lowest part of the PBL. This suggests
that the cross terms that involve double (large eddy) and
triple prime (small eddy) fluctations are indeed small
above the lower PBL.

3. Results

a. Zero-order closure

To obtain the vertical profiles wo(z), uo(z), and qo(z)
for each dry patch, Lynn et al. (2001), Part I, identified
the location of the largest vertical velocity perturbation
along each front over each side of the patch. This be-
came the center of each parcel. For more details, the
reader should refer to the discussion concerning Figs.
4 and 8 in their paper. The parcel chosen is the average
of the GCE model grid-scale fields (which is the explicit
simulation of the unresolved, subgrid-scale fields in a
large-scale model), for ws, us, and qs, over square areas
of size about 5.1 km2 (9 3 9 grid elements). This size
is similar to observed cloud bases areas, and the area
of cloud bases used in cumulus convection schemes.

The variables , , and (here, referred to as Xi)w9 u9 q9o o o

are obtained from a prognostic equation:

dXi e1 2 3 4 g5 a D D D D Q 2 b X , (12)X X ii idt

where aX and are empirical parameters deduced frombXi

the numerical model output, and t is linearly related to
the time of day t. Here aw9 5 0.0012 m s21, 5upa 9wo

0.000 54 m s21, 5 0.0017 (K), and 5 0.000 16a a9 9u qo o

g kg21. Also, 5 1/3600, 5 1/7200,b b b9 9 9w (down) w (up) uo o o

5 1/3600, and 5 1/10 800. g 5 1 for and zerob q99q oo

otherwise; e 5 1 for wo and and zero otherwise.u9o
Note, the magnitude of the coefficients, , , anda a9 9w uo o

could depend on parcel size. We found, though, thata 9qo

the size of the parcel had only a very small effect on
the magnitude of the triggering variables, since the me-
soscale variables were not very sensitive to parcel size.
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FIG. 1. (a) The variation of the function f (Ro, L) with the coefficient
d, where f (Ro, L) 5 2.718 3 e2dx, and x 5 Ro/L. (b) An example of
the dependence of the function f (U, ) on the parameter , labeledd dU Uo o

simply as Uo in the legend. Both functions ‘‘mimic’’ those in the text,
i.e., D1 and D2.

Therefore, the values of the a coefficients are probably
valid for other parcel sizes than used here.

In regard to and , they differ from eachb b9 9w (down) w (up)o o

other because on the downward side of the patchw9o
occurs with a circulation opposing the prevailing wind,
while on the upwind side of the patch requires thew9o
convergence of opposing circulatons to significantly in-
crease in magnitude. Here and are different sinceb b9 9u qo o

the reaches a maximum very closely following theu9o
heating of the PBL, while the reaches a maximumq9o
after significant transport of moisture into the upper
PBL.

The triggering variables are determined by solving
numerically Eq. (12) in two steps, using a ‘‘time-split-
ting’’ technique (e.g., Pielke 1984). In the first step,
intermediate variables are calculated using an ex-X*i
plicit scheme:

(t 1 Dt) 5 Xi(t) 1 Dta D1D2D3D4eQg,X*i xi
(13)

and in the second step, Xi is calculated using an ana-
lytical solution:

Xi(t 1 Dt) 5 (t 1 Dt) .(2Dtb )XiX* ei (14)

For each function, we seek relationships that are ro-
bust, but simple to apply and ‘‘modify’’ if additional
datasets suggest the need to do so.

The dimensionless number D1 is (x 5 Ro/L, and L is
greater than 5 km):

1 20.50xD 5 xe , (15)w9o

1 20.50xD 5 xe , (16)u9o

1 20.50xD q9 5 xe . (17)o

Figure 1a shows an example of this function for different
values of the coefficients of x in the exponent of this
function. [Note, Lynn et al. (1998) show how to obtain
Ro.] When this function is a maximum, it indicates that
conditions are optimal for the development of mesoscale
circulations. When this function is less than the maxi-
mum, but increasing in value (to the ‘‘left’’ of the max-
imum), the circulations are developing toward their peak
mesoscale kinetic energy. Beyond the maximum, the
decrease in the function indicates that the circulations
are in the process of dissipating.

In regard to the dimensionless number D2, it repre-
sents the impact of wind on parcels on the upwind and
downwind of the center of the dry patch. For parcels
generated on the downwind side of the patch:

 U
d1.0 2 0.25 U 2 U , 0od Uo2 D 5 (18)w9o dU 2 Uo d0.75 1 0.5 U 2 U . 0,odU o

 U
d1.0 2 0.1 U 2 U , 0od Uo2 D 5 (19)u9o dU 2 Uo d0.9 1 2.0 U 2 U . 0,odU o

 U
d1.0 2 0.1 U 2 U , 0od Uo2 D 5 (20)q9o dU 2 Uo d0.9 1 1.75 U 2 U . 0.odU o

For patches generated on the upwind side of the patch,
the equations and coefficients are different than above:

uU 2 Uo2 uD 5 1.0 1 0.15 U 2 U . 0, (21)w9 oo u5 Uo

 U
u,u1.0 2 0.3 U 2 U , 0ou,u Uo2 D 5 (22)u9o u,uU 2 Uo u,u0.7 1 0.9 U 2 U . 0,ou,uU o
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uU 2 Uo2D 5 1.0 1 0.15 . (23)q9o uUo

Here, U is the mean background (a large-scale model’s,
grid-scale resolved) wind (always positive), and dU o

(downwind) and (upwind) are the background winduU o

at which the maximum triggering variables were ob-
tained. The background wind (in the PBL) was about
2.5 m s21 when the maxima of the triggering variables
were obtained over a 64-km patch. To simplify the ap-
plication of these results to the parameterization, we
simply assume that 5 0.5 1 3.125 3 1025 s21 LdU o

(52.5 m s21 for a 64-km patch.). In regard to , ituU o

equals 0.5 m s21. For the parameter , we suggestu,uU o

5 9.375 3 1025 s21 L (56.0 m s21 for a 64-kmu,uU o

patch.). The difference in these two parameters occurs
because of the effect of background wind on the cir-
culations on each side of a dry patch.

For example, Fig. 1b shows the dependence of
D2(U, ) upon for a set of coefficients. Note, thatd dU Uo o

D2(U, ) decreases from a value of 1 with increasingdUo

until U 5 . It then increases with increasing U. Thed dU Uo o

purpose is to represent the impact of background wind on
the temperature gradient on either the upwind or down-
wind side of the patch, with changing background wind.
That is, there is a value of U such that the trigger function
variables are a maximum. When this function is far to the
left of its minimum, the wind speed is too light to aid in
the development of mesoscale circulations on the down-
wind side of the patch. In this case, there is relatively little
effect of wind speed on the atmospheric, horizontal tem-
perature gradients. In comparison, as the wind speed in-
creases, this D2 increases, indicating that the background
wind is causing the horizontal temperature gradients to
dissipate.

The dimensionless number D3 is

Dw-u-
3D 5 , (24)

^w-u-&

where these are the parameterized surface heat fluxes.
To represent the residual impact of the heat fluxes on
the PBL, the numerator and denominator of D3 each
have an e-folding time of 3 h. An increase in this di-
mensionless number would indicate that the forcing on
the mesoscale heat fluxes is also increasing. Here,
though, we are most concerned with changes in this
number as the gradient of the heat fluxes changes with
changing soil moisture or vegetation.

The variable Du is the difference in temperature be-
tween the free atmosphere and mean of the PBL tem-
perature Q (this difference is taken between the tem-
perature that is located 1000 m above the top of the
PBL and the mean temperature of the PBL). Note, the
ratio of Ro/L accounts for the most part of the sensitivity
of the parameterization to stability, especially from any-
time within any particular day. To parameterize the trig-
gering variables wo and , there was needed an addi-u9o
tional dimensionless variable:

Du
4D 5 1 2 8.0 , (25)w9o Q

Du
4D 5 1 1 18.0 . (26)u9o Q

The dimensional variable Q is simply the PBL mean
specific humidity.

We used model output to obtain the complete set of
dimensionless numbers, and parameterized curves. We
used all of the simulations with moist processes turned
off, and one with moist processes turned on (experiment
lw). For example, Fig. 2 shows the parameterized curves
for each triggering variable for experiment 1 (64-km
patch) and experiment 3 (for the 8- and 20-km patches).
Also shown are the results for experiment lw (64-km
patch with moist processes turned on). Figure 3 shows
the maximum from the parameterized curves for a range
of patch sizes and background winds. These figures can
be compared to those shown in Lynn et al. (2001) (i.e.,
Figs. 7, 10, and 11). This comparison demonstrates the
ability of the parameterization to represent the sensitiv-
ity of the model results to patch size and wind. To quan-
titatively evaluate the parameterization, we calculated
the mean and resulting absolute difference. The mean
for was 0.27 m s21, while the absolute differencew9o
was 0.13 m s21. The mean for was 0.57 K and theu9o
absolute difference was 0.26 K, while the mean for q9o
was 1.28 g kg21 and the absolute difference was 0.48
g kg21. All variables varied irregularly in time, leading
to much of the absolute difference between the modeled
output and the parameterization.

To compare the datasets in another, perhaps, better
way, we calculated the integral of the parameterization
versus the model results. The parameterized was 17%w9o
larger than the model results, while was 18% larger,u9o
and 13% larger. Excluding the time after which theq9o
PBL collapsed, that is, the last 2 h of modeled data, the
numbers were 14%, 17%, and 7%. Some of the differ-
ence between the parameterization and the model results
occurred because it was assumed that dissipation can
be represented by a constant, b. Yet, b could be modeled
as a function of variables such as wind and stability,
although we chose not to do for reasons of simplicity.
In summary, the parameterization captured the most im-
portant features of the model output: that is, changes in
the mesoscale contribution to the triggering variables
owing to their (i) dependence of each variable upon
patch size, (ii) background wind (upwind and downwind
side of dry patch), (iii) gradient in soil moisture, (iv)
stability, and (v) specific humidity.

b. First-order closure

The budget equations contain a number of different
fluxes, some of which already have parameterizations
in the literature. These are the turbulent fluxes and me-
soscale fluxes. Before obtaining new parameterizations
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FIG. 2. Time dependence of triggering variables obtained from the
parameterization, for experiments 1, 3 (20 and 8-km patches), and
1w.

FIG. 3. The maximum value for the variables (a) , (b) , andw9 u9o o

(c) , obtained in experiments 1, 3, and 5–10, for the wind speedsq9o
shown, using the parameterization for each of these variables.

for any of the other flux terms in the budget equations,
it is prudent to determine which of them contribute most
to the total flux. We will ignore those fluxes whose
contributions are small.

The fluxes presented below were calculated using par-
cels with the same areas described above. To find the
flux in Eq. (8), one needs to find , but 5

p p p
w̃ ũ f fs s s

f o, which is a solution to the budget equations. To find
the flux in Eq. (9), one is required to obtain

p
w ũ w9s o

and . Lynn et al. (2001) presented an empirical re-w0o
lationship for , while Rogers and Fritsch (1996) sug-w9o

gest how to obtain from the turbulent kinetic energy,w0o
with 1 5 wo or ws. This leaves a number ofw9 w0o o

unknowns in Eqs. (10) and (11).
Figure 4 shows the vertical profiles of the vertical

flux of mesoscale temperature and moisture ( and
p

w u9s

), the vertical flux of the turbulent perturbations
p

w q9s

by the mesoscale wind ( and ), the large-
p p

w9u0 w9q0
eddy turbulent fluxes and ), and the large-

p p
w0u0 w0q0

scale model’s grid-scale mesoscale fluxes (^w9u9& and
^w9q9&). The profiles were obtained from experiment 6.
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FIG. 4. Vertical profile of (a) heat and (b) moisture fluxes obtained
in experiment 6. The labels on the profiles in (a) correspond as fol-
lows: 1) , 2) , 3) , and 4) ^w9u9&. The labels on the

p p p
w u9 w0u0 w9u0s

profiles in (b) correspond as follows: 1) , 2) , 3) ,
p p p

w q9 w0q0 w9q0s

and 4) ^w9q9&. The overline with a superscript p indicates an average
over the area of the parcel (note: this area is much smaller than the
area of the simulation domain; the parcel mesoscale fluxes are cor-
respondingly much larger than the grid-averaged fluxes). These fluxes
are among those shown in Eqs. (9) and Eqs. (10), and were obtained
from the high-resolution model output. Note, flux 3 is a ‘‘cross term’’
from Eq. (5). It is indeed small, as postulated in section 2b. Moist
processes were turned off in these experiments.

We chose experiment 6 because it used the observed
sounding (with the u wind), which is, perhaps, more
typical than a light-wind case (experiment 1). Most im-
portantly, Fig. 4 shows that is much larger than

p
w f9s

(the large eddy flux), and has different vertical
p

w0f0
structure. This shows that the former contributes quite
signficantly to the parcel’s temperature and moisture
profile, and should be included in the budget equations.
Thus, there is a need to develop a parameterization for

and . However, we need not develop para-
p p

w u9 w q9s s

meterizations for or , nor include the grid-
p p

w9u0 w9q0
scale mesoscale fluxes, since they do not contribute sig-
nificantly to the total flux. Parameterizations already
exist for the turbulent fluxes.

Figure 5 shows the vertical profiles of the fluxes in
the budget equations for those obtained in experiment
8w (moist processes turned on, with the observed wind
used to initialize the model). An examination of this
figure suggests the following: (i) Both and

p
w u9s

again significantly contribute to the structure of
p

w q9s

PBL variables. (ii) The heat flux has a self-similar1p
w u9s

profile, meaning that a parameterization for it can be
simply developed for use prior to and during moist con-
vection. (Thus, a parameterization developed for it using
a simulation with moist processes turned off should ap-
ply for cases turned on.) (iii) Cumulus parameterizations
used in large-scale models can be used to determine the
vertical profile of within the cloud.

p
w0u0

The heat flux , however, only exhibits a self-
p

w q9s

similar profile below 2 km in height. In fact, this flux
contributed to the vertical flux of moisture within the
cloud (above 2 km with the cloud base near 1.5 km),
in response to the occurance of moist processes. How-
ever, the mesoscale vertical velocity, , (Fig. 9 in Partw9o
1) was very small above 2 km. Therefore, is ap-

p
w q9s

proximately equal to above 2 km. Then, the total
p

w0q9
flux within the cloud is 1 , which equals

p p
w0q9 w0q0

wsqo (when is small). This flux is already calculatedw9o
using cumulus parameterization schemes. Therefore, it
is probably reasonable to calculate using the pa-

p
w q9s

rameterization presented in this section, recognizing that
cumulus parameterization schemes already include the
contribution from moist processes.

Note, unlike the results for , moist processes did
p

w q9s

not affect the vertical structure of the mesoscale heat
fluxes (although the magnitude changed). Therefore,
these curves (for mesoscale fluxes) are self-similar prior
to and during moist convection, and parameterizations
developed prior to here for these fluxes should work in
both dry and moist regimes (Lynn et al. 1995a; Zeng
and Pielke 1995). These fluxes can affect moist con-
vection indirectly, by their influence on the large-scale
models, grid-scale variables.

1 A profile whose vertical shape does not change with changes in
the magnitude of the profile.
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FIG. 5. Same as Fig. 4 but for experiment 8w. Moist processes
were turned on in this experiment, and the simulation was run for
12 h.

TABLE 3. Budget equations terms. An X in the appropriate column
indicates that the corresponding term needs to be included in its
particular budget equation. A u indicates that an appropriate param-
eterization needs to be developed for that term; otherwise, parame-
terizations exist for that indicated term in the literature. The angle
brackets indicate an average over the large-scale grid of the hosting
model. The indicates an average over the area of the triggering

p
f

parcel, where fo 5 1 1 . The variable f9 is the
p p p

f9 f99 f999
mesoscale perturbation, while the variable f99 is the large eddy, tur-
bulent perturbation. The variable f999 is the small eddy turbulent
turbulent perturbation. See Eqs. (10) and (11).

Term Include
Develop

parameterization

^w9u9&
^w99u99&
^w999u999&

p
w u9s p
w99u99

X
X
X
X

u

p
w9u99

p
w999u999
^w9q9&
^w99q99&
^w999q999&

X

X
X

p
w q9s p
w99q99

p
w9q99

p
w999q999
Su

Sq

X
X

X
X
X

u

The results obtained above were found to apply to
other experiments (Part 1) produced as part of this work.
Therefore, we believe the conclusions reached to be valid
for initial conditions other than those examined here.
Note, we do not show in any of our figures the grid-
scale-averaged turbulent large eddy and small eddy flux-
es. Nor, do we show the vertical profiles of the source
terms, or . We found, though, that each should beS Su qs s

included in the budget equations. A summary of terms
required in the budget equations are in Table 3.

The structure of the curves shown in Figs. 4 and 5
evolved in time and changed with background wind.
Figure 6 shows the vertical profile of for exper-

p
w u9s

iments 1, 6, lw, and 3, for four, 3-hourly periods. As a
reminder to the reader, we note that each of the first
three listed experiments had a 64-km patch, but in ex-
periment 1 the wind was a light background wind; in
experiment 6, the observed wind profile was used; and
experiment lw had moist processes turned on with a
light (u) background wind. In experiment 3, we show
results for the 8-km patch (at a light wind speed). Ex-
periment 6 had the largest maxima, which pertains to
the experiment with the observed wind speed. This was
larger than in other cases, and occurred because of the
effect of a background wind on atmospheric temperature
gradients (Pielke 1984). Note, the shape of some of the
the curves also evolved differently in time. For example,
the minimum value in in experiment 3 was larger

p
w u9s

than the maximum in the same experiment unlike, for
example, experiment 1. This occurred because of the
collision of the mesoscale circulations over the center
of the 8-km patch. This caused the circulations to advect
more cool air off the surrounding vegetation than before
this collision.

Figure 7 shows the vertical profile of for the
p

w q9s

same experiments as Fig. 6. These curves evolved dif-
ferently with patch size and wind shear/speed. As de-
scribed by Lynn et al. (1998), wind shear can affect the
‘‘tilt’’ and shape of LGCMs. Therefore, it is not sur-
prising that the vertical structure of the fluxes can
change with wind shear, as the ascending parcel is dis-



602 VOLUME 58J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S

FIG. 6. Three-hour averages of obtained in experiments 1 (labeled 1), 1w (labeled 2), 6
p

w u9s

(labeled 3), and 3 (8-km patch, labeled 4) between (a) 0900 and 1200 LST, (b) 1200 and 1500
LST, (c) 1500 and 1800 LST, and (d) 1800 and 2100 LST.

placed more toward the center of the dry patch (espe-
cially since there is a very tight moisture gradient along
the sea-breeze-like fronts). The convergence of circu-
lations over the center of the dry patch in experiments
3 and 6 also affected the profile of . For example,

p
w q9s

the shape of the curve in experiment 6 evolves from a
fourth-order polynome to something more similar to a
second-order polynome. This was, as above, due to the
vertical advection of cool, moist air off the vegetation.
Moist convection also affected in experiment lw the
vertical structure of the curve . The development

p
w q9s

of a cold pool of air behind the sea-breeze-like fronts
also affected the tilt of the circulations. This too led to
a displacement of the ascending air parcel to be over
the driest air above the dry patch.

Figure 8 shows that patch size and moist convection
affected the time dependence of the maxima in the
vertical profiles of the sensible heat fluxes, . In

p
w u9s

a simple sense, this is because the ratio of Ro /L was
reached later in the simulation period (when the PBL
was more developed) over the larger patches. In com-
parison, patch size affected most strongly the timing
in the maxima of , but not the maxima itself.

p
w q9s

This can be explained by greater advection of mois-
ture into the LGCMs of smaller patches, since the
moist patch edges are closer to the center of the do-
main. This led to larger perturbations in moisture over
the center of the smaller 8-km patch. Experiment 1
produced larger maxima than experiment 1w, since
cloud cover reduced the solar radiation incident at the
land surface.

To show how each of the relevant budget terms varied
with wind speed, Fig. 9 shows the maximum from
curves obtained for four different wind speeds [i.e., from
experiments 1, 3, 5–10 in Lynn et al. (2001)]. Three
different patch sizes are shown for this figure: 64, 20,
and 8 km. For each patch size and curve, there is a wind
speed at which the maximum occurs. This wind speed
is largest for the 64-km patch and smallest for the 8-km
patch. Thus, one should not ignore the triggering of
moist convection by larger patches of moderate wind
speed. Moreover, the results suggest that the contribu-
tion of the mesoscale fluxes to the subgrid-scale fluxes
in large-scale models can be important at both low and
high wind speed, depending upon patch size.

A number of simulations were also produced by Lynn
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FIG. 7. The same as Fig. 6 but for .
p

w q9s

et al. (2001) to examine the effect of stability, soil mois-
ture gradients, and specific humidity. In regard to chang-
es in static stability, the profiles of the flux terms had
smaller magnitude when the static stability increased.
The same profiles vary linearly in magnitude with
changes in sensible heat fluxes associated with changes
in soil moisture gradient or with changes in mean PBL
specific humidity. Lynn et al. (2001) showed that the
vertical depth and magnitude of the triggering variables
corresponded to the magnitude of rainfall over patches
of different sizes. Thus, parameterizations developed for
the budget equations need also to be sensitive to these
variables.

Finally, Lynn et al. (2001) examined the effect of
parcel size on the triggering variables. They found that
the profile of the triggering variables uo and qo was
relatively insensitive to parcel size. Therefore, the pa-
rameterization developed below should be valid for dif-
ferent parcel sizes.

To obtain the profiles of the fluxes, we first averaged
them over 3-h periods and normalized each by its max-
imum. The advantage of this is that these (fourth-order
polynomial) dimensionless curves can then be described
by a set of coefficients, whose values can be given in

a table. Then, it is only necessary to parameterize the
maximum value for each curve, rather than five coef-
ficients for each. A Chebyshev polynomial has been
used to describe the vertical structure of the relevant
terms in the budget equations. Therefore, we obtained
coefficients for a Chebyshev polynomial.

Note, however, that the coefficients for vary
p

w u9s

in time. The coefficients for also vary in time,
p

w q9s

but with changes in the mean wind U and because of
moist convection. To account for the possible time de-
pendence of the coefficients we use various dimen-
sionless numbers with a list of coefficients (for the
polynome) that are given in Tables 4a and 4b. Oth-
erwise, the maximum in the vertical profile of the two
fluxes (here, referred to as Xi) are obtained from a
prognostic equation:

Xi 1 5 g5 2a D D Q 2 b X . (27)X X ii idt

Here, 5 0.0041 K m s21 and 5 0.020 g kg21
p pa aw u9 w q9s s

m s21. The dissipation 5 1/10 800, and 5p pb bw u9 w q9s s

1/10 800. Here g 5 1 for and zero otherwise.
p

w q9o

Note, the dissipation time (10 800 s) of the fluxes cor-
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FIG. 8. The time dependence of (a) and (b)
p

w u9 (max)s

for experiments 1 and 1w (64-km patch) and the patches
p

w q9 (max)s

shown in experiment 3. The ‘‘max’’ indicates that the graphs show
the maximum flux from each curve at the time shown.

FIG. 9. The maximum value from the profile of the indicated fluxes
obtained during experiments along the downwind (and upwind—UP)
side of the dry patches for the sizes and and wind speeds shown.

TABLE 4a. Coefficients for the Chebyshev polynomial wau9p. Here DL 5 Ro/L. These curves are no larger than 0.1, when ẑ . greater
than the PBL height. The maximum for each of these curves should equal 1.

DL c1 c2 c3 c4 c5

0.00 # DL , 0.33
0.33 # DL , 0.66
0.66 # DL , 1.00
1.00 # DL , 1.33
1.33 # DL , 1.75

0.316
0.406
0.492
0.484
0.457

20.363
20.271
20.306
20.291
20.319

20.002
0.001

20.085
20.148
20.039

0.434
0.304
0.363
0.380
0.362

20.180
20.270
20.196
20.119
20.212

1.75 # DL , 3.00
3.00 # DL , 6.00
6.00 # DL , 9.00
9.00 # DL , 12.00

0.265
20.189

232.892
2197.173

20.284
20.242
10.566
80.836

0.191
0.803

26.013
109.856

0.317
0.308

214.969
2103.523

20.411
20.767

210.549
218.064

responds to the dissipation of the mesoscale kinetic en-
ergy.

The triggering variables are determined by solving
numerically Eq. (27) in two steps, again using a ‘‘time-
splitting’’ technique (e.g., Pielke 1984). In the first step,
intermediate varibles are calculated using an explicitX*i
scheme:

(t 1 Dt) 5 Xi(t) 1 DtakD1D5Qg,X*i (28)

and in the second step, Xi is calculated using an ana-
lytical solution:

Xi(t 1 Dt) 5 (t 1 Dt) .(2Dtb )XiX* ei (29)

For each function, we seek relationships that are robust,
but simple to apply and ‘‘modify’’ if additional datasets
suggest the need to do so.
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TABLE 4b. Coefficients for the Chebyshev polynomial wsq9p Dsum 5 DU 2 D 2 Dc, where DU 5 S 3.0UDt/L, 5 U/0.5[m s21],t 5 N DU t 5 1 Uy f

and Dc 5 Hc/H, 2 1 (Dc . 0). Note, U . 0.5 m s21. These curves are equal to zero at ẑ 5 0 and no smaller than 0.0 when ẑ . 1.0. The
maximum for each of those curves should equal 1.

Dsum c1 c2 c3 c4 c5

28.00 # Dsum , 25.00
25.00 # Dsum , 23.50
23.50 # Dsum , 22.75
22.75 # Dsum , 21.50
21.50 # Dsum , 20.50

0.043
0.114
0.282
0.284
0.407

0.341
0.064
0.216

20.033
0.019

20.263
20.307
20.336
20.344
20.363

20.474
20.059
20.308

0.053
20.076

0.290
0.355
0.266
0.280
0.188

20.50 # Dsum , 20.25
20.25 # Dsum , 0.00

0.00 # Dsum , 0.25
0.25 # Dsum , 3.00

0.316
0.501
0.699
0.521

20.064
20.163
20.268
20.129

20.333
20.325
20.327
20.454

0.104
0.178
0.285
0.123

0.236
0.115

20.050
0.207

3.00 # Dsum , 5.00
5.00 # Dsum , 7.00
7.00 # Dsum , 9.00

0.589
0.607
0.712

20.235
20.270
20.167

20.346
20.290
20.329

0.289
0.331
0.327

0.056
20.004

0.111

The dimensionless number D5 is

Dw-u-5
pD (30)5 ,w u9s 21 0.5 0.5[m s ] f (U, U )[K ]DQo

Dw-u-5 (31)pD 5 ,w q9s 21[m s ] f (U, U )DQo

where K is a unit Kelvin. Lynn et al. (1995a) discuss

how a dimensionless variable very similar to this one
varies as a function of time of day, soil moisture gra-
dient, background wind, and stability.

In regard to the dimensionless number f (U, Uo), it
represents the impact of wind on parcels on the upwind
and downwind of the center of the dry patch. This is
very similar to D2 above. For parcels generated on the
downwind side of the patch:

 U
21 0.25 d1.0 2 1.0 2 0.037(L [m s]) U 2 U , 0od Uod p f (U, U ) 5 (32)o w u9s U

21 0.25 d1.0 2 0.037(L [m s]) 1 0.5 U 1 U $ 0,odU o

 U
21 0.33 d1.0 2 0.006(L [m s]) U 2 U , 0od Uod p f (U, U ) 5 (33)o w q9s U

21 0.33 d1.0 2 0.0060(L [m s]) 1 1.0 U 1 U $ 0.odU o

On the upwind side,

 U
u,u1.0 2 0.1 U 2 U , 0ou,u Uou p f (U, U ) 5 (34)o w u9s U
u,u0.9 1 2.0 U 1 U $ 0,ou,uU o

U
u u,qpf (U, U ) 5 0.9 1 0.2 U $ U . (35)o w q9 os u,q5 Uo

Here, we assume that 5 0.5 1 7.9 3 1023 s21dU o

[m0.5] L0.5 (52.5 m s21 for a 64-km patch). The para-
meter 5 0.5 m s21, while 5 .u,q u,u dU U Uo o o

The dimensionless number, D1, is the same as above:

1 20.50xpD (36)5 xe ,w u9s

1 20.50x (37)pD 5 xe .w q9s

We use the model output discussed in Part 1 to obtain
the complete set of dimensionless numbers, including
the fluxes. We used all of the simulations with moist
processes turned off, and one with moist processes
turned on (experiment 1w). We present the time depen-
dence of the maximum values of each variable, in Figs.
10 and 11. When compared to Figs. 8 and 9, these
figures demonstrate the ability of the parameterization
to represent the sensitivity of the model results. We also
calculated the mean and the absolute difference (after
averaging the modeled fluxes every 30 min). For,

, the mean was 0.37 K m s21, while the absolute
p

w u9s

difference was 0.13 K m s21. For , the mean was
p

w q9s
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FIG. 10. Same as Fig. 8 but obtained with the parameterization.

FIG. 11. Same as Fig. 9 but obtained with the parameterization.

0.70 m s21 g kg21, while the absolute difference was
0.40 m s21 g kg21. We noted that the absolute difference
for the moisture flux was not small. This was mostly
because the averaged data for this flux varied irregularly
in time.

To differently and perhaps better compare the model
results with the parameterization, we calculated the in-
tegral of the fluxes. The parameterized sensible heat
fluxes were the same as the modeled fluxes, while the
parameterized moisture fluxes were about 12% larger
than the modeled fluxes. Small decreases in the intergral
fluxes were obtained when the last 2 h of data were
excluded from the integration. In summary, this para-
meterization captured the most important features of the
model output: (i) the dependence upon patch size, (ii)
background wind, (iii) stability, and (iv) specific hu-
midity, including moist processes.

4. Summary and conclusions

A set of relatively high-resolution three-dimensional
simulations were produced to investigate the triggering
of moist convection over heterogeneous, west-to-east

land surface domains. This moist convection was trig-
gered by mesoscale circulations generated by the land-
scape heterogeneity. We used a Fourier transform to
filter the data, and obtain a distribution of mesoscale
and turbulent perturbations. These fluctuations were av-
eraged over the area of a triggering parcel, occurring
along sea-breeze-like fronts associated with the land-
scape-generated mesoscale circulations. We developed
both zero-order and first-order closure to address the
problem of triggering of moist convection by landscape
patches.

To use the zero-order scheme, one need only obtain
the parameters presented in Table 1. These are used to
calculate various dimensionless numbers. These para-
meters can be obtained from the large-scale, hosting
model, and from land surface models that retain soil
moisture distribution within each grid of the hosting
model, for example, models like TOPMODEL-based
Land–Atmosphere-Transfer-Scheme (e.g., Peters-Li-
dard et al. 1997). In regard to the latter, a power spec-
trum of the land surface moisture distribution could be
used as a guide to obtain patch sizes [see Fig. 3 of Lynn
et al. (2001)]. Equation (12) can then be used to obtain
the time dependence of the maximum in the mesocale
triggering variables. We also provide empirical rela-
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tionships for each triggering function that define how
each varies with height.

Alternatively, we derived budget equations for uo and
qo, the vertical profiles of temperature and moisture,
respectively, for parcels moving along sea-breeze-like
fronts. These equations contain contributions from me-
soscale and turbulent fluxes, as well terms such as

and (which represent the vertical flux of
p p

w u9 w q9s s

the mesoscale temperature and moisture perturbation,
respectively). We calculated the various terms in the
budget equations and determined that only and

p
w u9s

needed to be parameterized to close each respec-
p

w9q9s

tive equation. To do so implies first-order closure. The
parameterization presented here used similarity theory
to obtain these fluxes. The budget equations could be
used to provide an alternative means of evaluating when
and where convection occurs.

To use the first-order closure requires all the para-
meters in Table 1, the implementation of the set of bud-
get equations, as well as Eq. (27). This is more complex
than with zero-order closure, but has two possible ad-
vantages: (i) First order-closure has been found to better
represent the evolution of the planetary boundary layer
than zero-order closure (e.g., Stull 1989). Thus, the use
of budget equations for a parcel’s temperature and mois-
ture profile will likely produce more realistic results than
the zero-order scheme. (ii) The advantage of being better
able to represent the effect of moist processes on the
triggering variables. Changes in the vertical structure of
the profiles of uo and qo with the development of moist
convection could have an important impact on the con-
vective development that might occur after the initial
triggering of either shallow or deep moist convection.
Another possible advantage, (iii), is that the use of the
budget equations precludes the need to estimate a par-
cel’s turbulent fluctuations in temperature and moisture.
These fluctuations, we found, were very sensitive to size
of the parcel.

It might be interesting to note that the vertical struc-
ture of the grid-scale mesoscale fluxes are also insen-
sitive to phase transitions. Therefore, the parameteri-
zations developed by Lynn et al. (1995a) and Zeng and
Pielke (1995) should also apply as given for both dry
and moist regimes.
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