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FIG. 4 Comparison of simulated and real images. The original images, of
change in conductivity Ac,, give a representation of nylon cylindrical blocks
(diameter 50mm, length 60mm) positioned in a saline-filled
(6 = 4mScm™1) phantom. Example 1 corresponds to two blocks located
at different heights and radial positions within the phantom. Example 2
corresponds to a single block positioned in the centre of the phantom.
Simulated 3D images based on a 1,024 data set give a close representa-
tion of the original conductivity distribution with only limited Ac, changes
being propagated into adjacent planes. Real images, reconstructed from
data collected from the phantom, are less well defined but the nylon blocks
can still be identified.

METHODS. Simulated images are as described in Fig. 3. Real data were
collected using a phantom with the same geometrical proportions as the 3D
mesh of Fig. 2, using the Sheffield MK3b Electrical Impedance Tomographic
Spectroscope (EITS)®. This 64-electrode system applies current at eight
frequencies over the range 9.6 kHz to 1.2 MHz, and acquires a complete
data set in 60 ms. A reference data set was collected from a saline-filled
phantom with uniform conductivity. Nylon blocks were then submerged at
positions represented by the simulated forward Ac, image, and another
voltage measurement data set was collected. These are normalized to form
the boundary data set Ag, and reconstructed. Images are displayed with
colour scales showing the maximum values of percentage conductivity
change.

currently implementing a clinical trial to investigate the feasibility
of using 3D EIT to detect pulmonary emboli. If the trial is
successful, 3D EIT will provide an important alternative to the
established radionuclide imaging technique. O
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Unrealistic desiccation of
marine stratocumulus clouds
by enhanced solar absorption

Andrew S. Ackerman & Owen B. Toon

NASA Ames Research Center, National Aeronautical and Space
Administration, Moffett Field, California 94035, USA

THE absorption of solar radiation by clouds affects the distribu-
tion of heat that drives atmospheric and ocean circulations. Many
investigators have measured cloud solar absorption values
exceeding theoretical estimates, although the discrepancies
have been regarded as inconclusive'. But more recent measure-
ments indicate that clouds absorb up to three times as much solar
energy than conventional theory predicts*’. Marine strato-
cumulus clouds are particularly sensitive to solar absorption
because marine boundary-layer mixing is typically driven by
cloud radiative processes. Here we present model simulations of
a stratocumulus-topped marine boundary layer, incorporating
different levels of solar absorption. With conventional absorp-
tion, the simulations reproduce observed cloud behaviour. But
those with artificially enhanced absorption result in an unrealis-
tic daytime depletion of cloud water, because a reduction in cloud
radiative cooling results in decreased boundary-layer mixing.
Moreover, we show that it is unlikely that liquid water or any
plausible dissolved material can absorb the energy required by
the recent measurements of solar absorption. Qur results there-
fore indicate that either enhanced solar absorption occurs only in
clouds other than marine stratocumulus, or the enhancement of
cloud solar absorption indicated by recent measurements™ is
overestimated.

Many models of the stratocumulus-topped marine boundary
layer show that vertical mixing is driven by radiative cooling near
the cloud top**°. These models also show that absorption of solar
radiation by clouds can lead to reduced boundary-layer mixing,
which restricts the supply of water vapour and results in a
daytime thinning of cloud layers. Here we assess the effects of
enhanced solar absorption on numerical model simulations of the
stratocumulus-topped marine boundary layer, and we address the
issue of whether any realistic mechanism can account for the
measured enhancement of cloud solar absorption.

To investigate the effects of enhanced solar absorption by
clouds, we use a one-dimensional model that treats aerosol and
cloud microphysics, radiative transfer and turbulent mixing in the
stratocumulus-topped marine boundary layer'’. With conven-
tional treatment of solar absorption, model-predicted profiles of
thermodynamics, cloud microphysics, radiative fluxes and tur-
bulent fluxes compare favourably with airborne measurements
of a marine stratocumulus cloud deck'™"". Profiles of liquid water
are shown in Fig. 1la. Vertical mixing was driven primarily by the
turbulent buoyancy flux due to radiative cooling near the cloud top
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(Fig. 1b). The broadband solar absorption for the boundary layer
was measured as ~80 Wm~2, which exceeded the 53 Wm™ pre-
dicted by the model; the discrepancy falls within the measurement
uncertainties and is primarily due to small differences between the
modelled and measured cloud microstructures.

We have explored model sensitivities and found that the model
behaves similarly to other one-dimensional models and responds
realistically to changes in boundary conditions®. Our model
results also agree with horizontal averages taken from a three-
dimensional simulation of the same stratocumulus deck'.
Although our model generally reproduces measurements of
marine stratocumulus, simplifications are made in a one-dimensional
approach. For example, our radiative transfer scheme does not
treat broken clouds.

For a baseline case (with conventional solar absorption), we use
our model simulation of the marine stratocumulus measured by
Nicholls™*!. To quantify cloud solar absorption, recent studies
have used R, the ratio of cloud shortwave (broadband) radiative
forcing at the surface to that at the top of the atmosphere (cloud
radiative forcing is defined as the difference between the cloudy
and clear-sky net fluxes). To calculate clear sky fluxes we removed
all droplets from the model domain at 12:00 (local noon), yielding
R =1.16 for the baseline case. This cloud forcing ratio corre-
sponds to an increase in broadband solar absorption for the entire
atmospheric column from 216 W m~2 in the clear sky to 282 Wm™2
in the cloudy sky, or 19% to 25%, respectively, of the solar
insolation at the top of the atmosphere.

Although this cloud forcing ratio is in the upper range of
theoretically expected values', some recent measurements indi-
cate that R is much higher, presumably owing to enhanced solar
absorption by clouds. Using a global network of surface radio-
meters and satellite measurements, Cess et al’ reported an
average of R = 1.5. But applying the same analysis to a different
data set, Li ef al.** found such a large average value in the tropics
only. Pilewskie and Valero® derived a large value of R (compar-
able to that reported by Cess et al.?) using identical radiometers
simultaneously flown above and below cloud layers high in the
tropical troposphere. In contrast, Hayasaka et al'® collected
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FIG. 1 Comparison between measurements and modelled profiles of liquid
water mixing ratio (a), and turbulent buoyancy flux (b). The diamonds are
measurements taken in a stratocumulus deck around noon over the North
Sea during July 1982 (ref. 11); the solid (dotted) lines are the model output
at 12:00 for the simulation with conventional (enhanced) solar absorption.
The model simulations were initialized with cloudless conditions at midnight
and run for 24 hours with the observed boundary conditions (during which
a persistent cloud layer formed). In additional comparisons, the measured
droplet distributions and drizzle fluxes compared favourably with the
measurements?®,
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FIG. 2 Imaginary part of the index of refraction for liquid water (left
ordinate). Squares, standard values'’~*° used in the model; diamonds,
values used in the enhanced simulations; the dashed line is at a value of
2 x 107% (equivalent to the minimum value required for a broadband
enhancement). For reference the spectral solar flux is overlaid as a solid
line (right ordinate).

similar measurements above and below stratocumulus layers,
corrected the measurements for cloud heterogeneity’’, and
found no excess cloud absorption.

To enhance solar absorption in our model, we increase the
imaginary part of the refractive index of liquid water (k) for
wavelengths between 1 and 4.5 um. We use Mie theory to revise
the droplet absorption efficiencies, then recalculate the radiative
fluxes for the baseline simulation at noon. To attain R = 1.5witha
uniform increase in k between 1 and 4.5 pm requires an addition of
5 x 107* to the standard values'”™" as depicted in Fig. 2. In this
case, the cloudy-sky column absorbs 36% of the solar insolation.

Next we run a model simulation starting from a cloudless initial
state, but with the revised droplet absorption efficiencies (we will
refer to this simply as the ‘enhanced simulation’). A comparison of
the simulations is shown in Fig. 3. In the baseline simulation, slight
minima of cloud water and optical depth occur around noon
because solar absorption partially offsets longwave cooling near
the cloud top. But in the enhanced simulation, much more
pronounced daytime minima develop and persist from about
10:00 to about 18:00 (also evident in the profiles of cloud water
in Fig. 1a). The cloud layer in the enhanced simulation is depleted
of moisture owing to a significant reduction in vertical mixing
(Fig. 1b), resulting from the enhanced solar absorption. Although
the revised droplet optical properties result in R = 1.5 for the
baseline cloud, in the enhanced simulation the forcing never
reaches that value (at noon it is only 1.33) owing to a negative
feedback between increased absorption and decreased cloud
thickness.

To see if the drastic daytime depletion of cloud water can be
avoided, we have evaluated the effects of uncertainties in model
inputs. The condensation coefficient describes the fraction of
water molecules that stick after impinging on a droplet. Running
the enhanced simulation again with a condensation coefficient of
0.035 (rather than 1.0), the cloud layer again thinned drastically.
Other input uncertainties include the subsidence rate and the sea
surface temperature. We ran three further variations of the
enhanced simulation: (1) no subsidence, (2) sea surface tempera-
ture increased by 1K, and (3) no subsidence and the sea surface
temperature increased by 1 K. In all three simulations, the cloud
layer again thinned drastically. These results verify that the cloud-
thinning effects of enhanced solar absorption are robust with
respect to model uncertainties.
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We have shown that enhanced solar absorption leads to an
unrealistic daytime depletion of cloud water; next we explore
possible mechanisms for such absorption. The imaginary refrac-
tive index of droplets with dissolved absorbing material varies
linearly with the molar concentration of the dissolved absorber
(this linear variation is commonly used in laboratory studies; its
basis is found in the dispersion equations for the dielectric
constant®). Assuming that the dissolved material is extremely
absorbing, so that k =1 at a concentration of 1M, the molar
concentration of a dissolved absorber required to obtain the
observed cloud forcing ratio is 5 x 10~*. However, ionic concen-
trations in cloud water are generally <10~ M (refs 21 and 22).
Exceptions are Cl-, Na™, SO;~ and Mg*" in some marine rain-
water samples, and numerous inorganic ions in fogs. So even if we
make a very generous assumption about the absorption by dis-
solved species, they are rarely found in concentrations high
enough to provide the required absorption.

Another possibility is that the conventional k values for liquid
water are systematically low. The measurement certainties in k are
~10% (refs 17-19), yet increasing k by a factor of 10 results in
R = 1.32 for the baseline cloud. Hence uncertainties in k cannot
account for the recently reported enhancement of solar absorp-
tion (R = 1.5). But to explore the effects of an intermediate
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FIG. 3 Evolution of water mixing ratio (g, in units of gkg ') with time for the
baseline simulation (a) and the enhanced simulation (near-infrared case;
b). ¢, Evolution of optical depth (at 0.6 um) of the modelled boundary layers.
Line patterns are the same as in Fig. 1. The maxima of liquid water and
optical depth at 03:00 in both simulations are due to a burst of boundary-
layer mixing caused by cloud formation. A transient lower cloud develops in
the enhanced simulation owing to accumulation of vapour in the surface
mixed layer.
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enhancement we ran a simulation with k increased by a factor of
10. The drastic daytime thinning of the cloud layer occurred again
but was slightly delayed.

Next we consider a broadband enhancement due to suspended
material such as black carbon (properties described in ref. 23). We
assume that the carbon is symmetrically distributed as a shell
around each water droplet, which maximizes its absorption
efficiency (thereby requiring the minimum amount of carbon),
and for simplicity we assume a constant volume fraction of carbon
in each droplet. Revised scattering and absorption efficiencies are
then calculated”. To attain R = 1.5 in the baseline cloud requires
a volume fraction of 4 x 107>, which exceeds by orders of magni-
tude the amounts of black carbon measured in clouds influenced
by urban pollution” and in rain water affected by biomass burn-
ing®. Together with a modelled liquid water path of 133 gm~2, the
volume fraction requires a black carbon concentration of 6 pgm™
in the boundary layer (all of it in cloud droplets). Such high
concentrations are sometimes exceeded in heavily polluted
regions, but rareiy so”. (For comparison we assumed a fixed
volume of carbon in each droplet and repeated the calculation;
the same total concentration of carbon was required).

A broadband absorber can also be ruled out by commonplace
observations. Prescribing a minimum value of k =2 x 10~ for
liquid water also yields R = 1.5 for the baseline cloud. The
transmission of light of wavelength 4 through a uniform absorbing
layer of thickness # is given by exp(—4nkh/4). Hence a puddle of
water 1 cm deep with such absorption would transmit only 1.5% of
the incident light at a visible wavelength of 0.6 pm. Clearly, rain
water is much more transparent.

We find that there are no plausible mechanisms for cloud water
to provide the absorption recently suggested by measurements.
The uncertainties in the measured optical constants are insuffi-
cient; black carbon is not found in high enough concentrations
(except in severely polluted air), and any broadband absorber
would violate the commonplace observation that centimetre-thick
layers of water are transparent. Also, there are no known dissolved
species in water with high enough concentrations to account for
the absorption (with the exception of special cases such as fog),
even assuming the dissolved species are extremely good absorbers.

Our model results may be related to the shortcomings of our
one-dimensional model", although we are unaware of any
systematic reasons for this to be the case. We recommend that
our results be verified with three-dimensional models, but we
anticipate that other models of radiatively driven cloud layers will
produce similarly unrealistic results with enhanced solar absorp-
tion. We therefore conclude that either radiatively driven cloud
models are less realistic than previously thought, or that the
enhancement of cloud solar absorption indicated by recent
measurements has been overestimated or does not apply to
marine stratocumulus.
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Fluxes of CO, and water between
terrestrial vegetation and the
atmosphere estimated from
isotope measurements

Dan Yakir & Xue-Feng Wang
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The Weizmann Institute of Science, Rehovot 76100, Israel

THE atmospheric budget of carbon compounds can be balanced
only by invoking a significant ‘missing sink’ for carbon dioxide'~.
Identifying this sink requires a knowledge of CO, fluxes at global
and local scales. The former can be estimated from global
averages of CO, concentration and isotope composition*?;
local-scale measurements have been made by analysing indi-
vidual eddies of air'>". In both cases, the net CO, exchange is
the sum of two opposing fluxes: uptake by gross primary pro-
ductivity and release by respiration. Here we show that these two
components can be estimated separately at the local scale from
small vertical gradients in *C and ®*O in atmospheric CO, above
vegetation. By also analysing the '*0 content of moisture in the air
samples, we can estimate evapotranspiration rates, providing
information on water exchange between the biosphere and atmo-
sphere'>. We suggest that this approach can be extended to the
regional scale.

Gradients in concentrations and isotopic compositions of CO,
and water vapour above crop fields were measured with a 12-m
mast that enabled measurement of wind speed and sampling of air
at several heights above the canopy. Air was sucked either through
a CO,H,0 infrared gas analyser to determine concentration
gradients or through a cold trap and a 2-I flask to obtain samples
of water vapour and CO, for determination of isotopic gradients.
The results of measurements on a sunny midday over a wheat field
are shown in Fig. 1. As expected, concentrations of CO,
decreased, and concentrations of H,O increased, towards the
vegetation because of net photosynthetic CO, uptake and evapo-
transpiration, respectively. Similarly, 6°°C values of the CO,
increased towards the vegetation because of the discrimination
against °C associated with photosynthetic CO, fixation", while
6"0 values of the CO, increased because of isotopic exchange
with *O-enriched leaf water™".

Variations in trace gas concentrations, such as shown in Fig.
1a, f, have been commonly used to estimate net fluxes between the
land surface and the atmosphere'>'%. This aerodynamic approach
relies on the assumption that momentum, heat and mass (of, for
example, CO, and H,0) are transported by eddies of turbulent air
and therefore behave similarly in this context. Fluxes and gradi-
ents can therefore be related by the eddy diffusivity. Although net
fluxes can be more directly estimated based on co-variance of
vertical wind speed and concentrations in individual eddies of
air'""’, the need for fairly large samples of air for isotopic analysis
made the aerodynamic approach more appropriate for the studies
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reported here. The net fluxes of water vapour and CO, were
calculated from the gradients according to:
AC,

= )
where AC, is the vertical difference in concentration C of a
constituent x over the vertical distance Az in the canopy boundary
layer, and k represents the eddy diffusivity of the air calculated
from wind speed profiles and surface characteristics. The results
for net fluxes of CO, and water vapour are given in Table 1.
Notably however, it is the gross fluxes that need to be considered
for understanding the behaviour of the biological system and its
response to environmental change.

The approach used here to partition the net CO, flux into its
components is based on the assumption that an air sample taken at
a height z above the canopy contains a mixture of air from the
background atmosphere (indicated by subscript a) with air that
has had CO, or H,0 added/removed by the surface biological
system (b) according to:

Cz = Ca - Cé (2)

where a vertical gradient C, can be converted to a flux (equation
(1)). Cy may (prime indicates a composite value) be further
subdivided into respiratory and photosynthetic components of
CO, and H,0O (discussed below). Owing to isotopic fractionations
associated with biological exchange of CO, and H,0, an isotopic
mass balance can be approximated by:

Czéz = Caéa - Cl,){siy (3)

where isotopic abundance is represented in the familiar ¢ nota-
tion'® (which introduces a possible error in the order of 0.01%0
when calculating J;).

The mixing analysis of equations (2) and (3) can be rearranged
in a useful way" as:

Jo=—k

5, =08 +M/C, 4)

where M = (8, — 8,)C, and the intercept J, can be empirically
obtained from a plot of o, versus 1/C, (Fig. 1c, ¢). Applying this
regression analysis to the atmospheric water vapour data
(Fig. 1f-h) yielded an intercept (&) of —3.7%o, representing
the isotopic signature of the evapotranspiration flux. This value is
similar to the mean 6'%0 value of stem water in the wheat field
(—3.1 £ 0.3%o0, n = 14) as indeed is required by the widely made
assumption of isotopic steady-state of leaf water (during which the
50 values of input (stem) water, and output (transpired) water
vapour are equal'**). Consistency with the regression analysis was
also found for the CO, results.

The biological flux of CO,, with an isotopic signature J, is
composed of respiratory (r) and photosynthetic (p) components
that can be independently estimated. Considering their specific
isotopic signatures in the context of equation (3) leads to:

C.5, = C,8, — C,8, + C,5, (5)

Equation (5) can be solved for C, and (because C;, = C, — C,,) for
C.. Using these values, together with estimates of the eddy
diffusivity, the gross photosynthetic and respiratory fluxes, J,
and J, respectively, can now be calculated (see equation (1))
according to:

AC AC]
Jo= k=R ©
and
AC, AC,
fo= kg =kt O

where f,= (6~ 6,)/ (5,~06,) and f,= (8 ~6,)/(5,~5).
Notably, the ¢ values used in the equations above represent
either 60 or 6°°C, each dominated by different processes and
yielding independent estimates of J, and J..

To apply the above approach at the field scale, we characterized
the isotopic signatures of the CO, associated with photosynthesis,
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